An algorithm for U-Pb isotope dilution data reduction and uncertainty propagation
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High-precision U-Pb geochronology by isotope dilution-thermal ionization mass spectrometry is integral to a variety of Earth science disciplines, but its ultimate resolving power is quantified by the uncertainties of calculated U-Pb dates. As analytical techniques have advanced, formerly small sources of uncertainty are increasingly important, and thus previous simplifications for data reduction and uncertainty propagation are no longer valid. Although notable previous efforts have treated propagation of correlated uncertainties for the U-Pb system, the equations, uncertainties, and correlations have been limited in number and subject to simplification during propagation through intermediary calculations. We derive and present a transparent U-Pb data reduction algorithm that transforms raw isotopic data and measured or assumed laboratory parameters into the isotopic ratios and dates geochronologists interpret without making assumptions about the relative size of sample components. To propagate uncertainties and their correlations, we describe, in detail, a linear algebraic algorithm that incorporates all input uncertainties and correlations without limiting or simplifying covariance terms to propagate them through intermediate calculations. Finally, a weighted mean algorithm is presented that utilizes matrix elements from the uncertainty propagation algorithm to propagate random and systematic uncertainties for data comparison between other U-Pb labs and other geochronometers. The linear uncertainty propagation algorithms are verified with Monte Carlo simulations of several typical analyses. We propose that our algorithms be considered by the community for implementation to improve the collaborative science envisioned by the EARTHTIME initiative.
1. Introduction

U-Pb geochronology by isotope dilution thermal ionization mass spectrometry (ID-TIMS) has become the gold standard for calibrating geologic time due to precisely determined uranium decay constants, high-precision measurement methods, and an internal check for open-system behavior provided by the dual decay of $^{235}$U and $^{238}$U. Precise, accurate ID-TIMS dates have been used to test and calibrate detailed tectonic models [e.g., Schoene et al., 2008], determine the timing and tempo of mass extinctions and ecological recovery [Bowring et al., 1998], calibrate a global geologic timescale [Davydov et al., 2010], and establish a precise chronology for the early solar system [Amelin et al., 2002]. These results rely on analysis and interpretation of precisely measured data, for which correct and transparent data reduction and error propagation are imperative.

U-Pb ID-TIMS dates are measured by dissolving a U-bearing phase with a mixed isotopic tracer enriched in isotopes of U and Pb, then purifying the U and Pb from the resulting solution. The ratios of Pb and U in the sample to those in the tracer are measured precisely by TIMS to determine radiogenic isotope ratios of U and Pb, which are used to calculate dates. The relatively high precision of ID-TIMS dates stems from clean laboratory protocols, which minimize the magnitude and uncertainty of the laboratory blank correction, stable isotope beams with per mil level isotopic fractionation, which minimize measurement uncertainties, and well-characterized isotopic tracers, which leverage the ability of the TIMS to accurately measure iso- tope ratios. The accuracy of the most common geochronometer, zircon, is greatly enhanced by the chemical abrasion method, or CA-TIMS [Mattinson, 2005], which minimizes or eliminates any correction for loss of Pb.

The last decade of developments in mass spectrometry, clean laboratory protocols, and pretreatment of zircons has increased measurement precision and decreased the magnitude of corrections for common Pb (Pbc) and open system behavior. However, the algorithms presently used for U-Pb data reduction and uncertainty propagation still maintain many simplifications and omissions better suited to past data sets. Furthermore, as random sources of uncertainty, such as ion counting statistics, have been reduced, systematic uncertainties such as calibration of the isotopic tracer have come to dominate the overall uncertainty budget. Thus, the quality of data has outstripped the algorithms for data reduction.

Several recent interlaboratory comparisons between established ID-TIMS U-Pb geochronology labs have revealed statistically significant discrepancies in measurements of the same samples. These differences likely arise from the now dominant systematic uncertainties, and represent a significant impediment to data intercomparison in collaborative science. In order to achieve the external reproducibility required by, for example timescale calibration, a common framework that transforms raw data into geological interpretation and correctly propagates systematic uncertainties is critical. The geochronology community would be well served by agreeing upon and adopting a universally accepted data reduction and uncertainty propagation algorithm for publishing and archiving data.

Rather than modifying notable past data reduction and uncertainty propagation algorithms [e.g., Ludwig, 1980; Roddick, 1987; Schmitz and Schoene, 2007], this contribution rederives the governing equations that transform the raw data and inputs for U-Pb ID-TIMS geochronology into U-Pb and Pb-Pb dates. The equations support dating U-bearing phases with and without initial common Pb, use of several mixed U-Pb tracers, and include corrections for initial daughter isotope disequilibrium and for time-varying instrumental parameters like isotopic fractionation.

A novel algorithm for propagating the input uncertainties precludes neglecting or simplifying terms in the complicated expressions for the uncertainty of U-Pb dates, thus incorporating all known sources of error. Utilizing matrices of covariance terms and partial derivatives, the uncertainty propagation algorithm also determines the statistical relationships between the U-Pb and Pb-Pb dates and is capable of breaking down the uncertainty contributions from individual sources. Contributions to the combined uncertainty from random and systematic components can then be propagated separately for each analysis, including only those systematic uncertainties necessary to compare data sets. This algorithm is extensible, so that it can accommodate future improvements in analytical methods and the uncertainty correlations arising from tracer calibrations or intercalibrated U decay constants.

Data reduction and uncertainty propagation algorithms are packaged in the open-source, publicly distributed program U-Pb_Redux, which includes a laboratory workflow manager and an interactive graphical user interface that performs
statistical calculations and plotting [Bowring et al., 2011]. U-Pb Redux is also capable of exporting all of the calculated dates, interpretations, and supporting data to an online database, then downloading data sets for further interpretation and compilation with new data from multiple users. Community adoption of a common, transparent algorithm like the one in U-Pb Redux would ensure that data from different users in different labs can be compared and combined.

2. U-Pb Data Reduction

[9] A number of corrections and calculations are required to transform measured isotopic ratios and lab parameters into meaningful isotopic dates, as illustrated in Figure 1. If isobaric interferences are present, they must be measured and subtracted before each isotope ratio is corrected for instrumental mass fractionation, or mass bias, caused by lighter isotopes evaporating and ionizing more easily than heavier isotopes. The numerator and denominator of a measured, corrected isotope ratio then represent mixtures of multiple components: the parent or radiogenic daughter isotope; the isotopic tracer used; common Pb and U added during laboratory procedures, known as laboratory blank; and if present, initial common Pb incorporated during crystallization of the phase (Figure 2).

[10] There are three ways to calculate isotopic dates from fractionation- and interference-corrected ratios. If the isotopic composition (IC) of the common Pb components are known, they may be subtracted along with the tracer contribution to directly determine radiogenic isotope ratios; along with appropriate decay constants, these determine the isotopic date. Alternatively, after subtracting the estimated laboratory blank and isotopic tracer contributions, the resulting isotope ratios may represent variable mixtures of a single initial common Pb isotopic composition and an amount of radiogenic Pb proportional to the amount of parent isotope present. Assuming a closed system, both the sample date and the isotopic composition of the initial common Pb can be calculated using an isochron technique. Finally, a linear regression through discordant U-Pb analyses can be extrapolated to concordia intercepts that may be interpreted in terms of a single episode of open system behavior.

[11] This section explores the inputs required and the mechanism used for accurate U-Pb data reduction. Text accompanying each equation in the data reduction algorithm explains its applicability and purpose.

2.1. Inputs

[12] A weighted mean, isochron, or concordia intercept date is calculated from a number of paired U and Pb analyses, here termed “fractions” [Bowring et al., 2011]. Examples include single mineral grains or grain fragments, as well as a bulk leach or a whole
Cartoon illustrating the relative contributions of Pb and U sample components for typical U-Pb ID-TIMS analyses, broken down by isotope. Column heights are not shown to scale. (a) Relative abundance of Pb isotopes in a phase that incorporates initial common Pb (Pbc). Determination of the radiogenic 206Pb, 207Pb, and 208Pb shown in red requires subtracting the tracer, blank, and initial Pbc contributions from the top of each column. The tracer contribution is estimated from the 205Pb abundance and the tracer isotopic composition (IC), and the Pb blank contribution is estimated laboratory measurements. The remaining 204Pb is assumed to be initial Pbc; its contributions to the radiogenic isotopes are subtracted using the initial Pbc IC, leaving only the radiogenic component. (b) For a phase with no initial Pbc, only tracer and blank contributions need to be subtracted to determine the radiogenic component. The 204Pb contribution from the tracer is subtracted first using the 205Pb abundance of the tracer, and the remaining 204Pb is assumed to be laboratory Pb blank. Subtracting the blank contributions to 206Pb, 207Pb, and 208Pb using the blank IC yields their radiogenic components. (c) Relative abundance of U isotopes. The isotopic tracer may contain any combination of 235U, 236U, and/or 238U. The tracer, blank, and sample U contributions to each isotope are deconvolved by solving a system of equations that incorporates the IC of each.

Table 1. Measured Isotope Ratios

<table>
<thead>
<tr>
<th>Pb</th>
<th>U or Oxide</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(206Pb)</td>
<td>(235U)</td>
<td>meas</td>
</tr>
<tr>
<td>(207Pb)</td>
<td>(238U)</td>
<td>meas</td>
</tr>
<tr>
<td>(204Pb)</td>
<td>(233U)</td>
<td>meas</td>
</tr>
</tbody>
</table>

Table 2. Isotopic Tracer Parameters

<table>
<thead>
<tr>
<th>Pb IC</th>
<th>U IC</th>
<th>Tracer Calibration</th>
</tr>
</thead>
<tbody>
<tr>
<td>(204Pb)</td>
<td>(233U)</td>
<td>conc(235Pb) or mass</td>
</tr>
<tr>
<td>(207Pb)</td>
<td>(238U)</td>
<td>conc(235U)</td>
</tr>
<tr>
<td>(206Pb)</td>
<td>(235U)</td>
<td>conc(205Pb)</td>
</tr>
</tbody>
</table>

All data must be reduced with a self-consistent set of physical constants, such as decay constants and atomic masses. Decay constants used for isotopic date calculation and disequilibrium correction include those for 231Pa, 230Th, 232Th, 235U, and 238U. The atomic masses of the isotopes, which are the only inputs not assigned an uncertainty, are used to convert between masses and moles of elements or isotopes.

An isotopic tracer is a mixture of well-determined quantities of enriched isotopes. The equations presented here apply to the most commonly used isotopic tracers for U-Pb ID-TIMS geochronology, which are enriched in either 205Pb or both 202Pb and 203Pb, as well as either 235U, both 233U and 235U, or both 233U and 236U. In addition to the enriched isotopes, tracer solutions inevitably contain minor amounts of other naturally occurring isotopes, whose proportions must be known for full characterization of the U and Pb IC of the tracer. Finally, isotope dilution calculations utilize the concentrations of the artificial Pb and U isotopes (Table 2).

Fractions analyzed on the same mass spectrometer with the same laboratory procedures will have additional parameters in common. For elements with at least two enriched isotopes present in
Two methods to allocate common Pb are implemented in U-Pb_Redux. The first assumes that all common Pb (Pbc) in the analysis is laboratory blank. This assumption is justified when total procedural blank measurements are the same magnitude as the total common Pb measurements of analyses, as demonstrated for chemically abraded zircon [e.g., Davydov et al., 2010]. The laboratory blank isotopic composition should be measured for each sample preparation procedure (e.g., HCl vs. HBr-based anion exchange chemistry), then subtracted from each analysis, as described in sections 2.2.1.3 and 2.2.1.2.

When the dated phase contains initial common Pb, its IC can be determined in one of three ways. With no a priori knowledge, a terrestrial Pb ore model like that of Stacey and Kramers [1975] or Cumming and Richards [1975] can be used to estimate its IC, using the approximate age of the sample. Leaching experiments on comagmatic low-U phases such as alkali feldspar, if present, can precisely determine the initial common Pb IC [Housh and Bowring, 1991]. Finally, if several fractions formed closed systems at the same time, share the same initial Pb isotopic composition, and remained closed systems until analysis, then an isochron approach may be used to solve for both their initial common Pb IC and date simultaneously.

Several additional parameters are needed to reduce U data (Table 3). Unless it has been determined independently, the user must specify the $^{238}$U/$^{235}$U ratio of the sample. Canonically, this value has been accepted as 137.88 [Steiger and Jager, 1977], but recent studies have shown that it may vary significantly in nature [Stirling et al., 2007; Weyer et al., 2008; Brennecka et al., 2010]. The mass and the $^{238}$U/$^{235}$U ratio of the U blank are also necessary. Finally, if the U is measured as a UO$_2$ species with a mixed $^{233}$U-$^{235}$U tracer, the $^{18}$O/$^{16}$O ratio of the uranium oxide is used to correct for the isobaric interferences of $^{233}$U$^{16}$O$^{18}$O or $^{235}$U$^{16}$O$^{18}$O.

Initial isotopic disequilibrium in either the $^{238}$U or $^{235}$U decay chains can result in systematic errors due to excess or deficit radiogenic daughter. In U-Pb geochronology, it is often assumed that the magma from which the dated phase crystallized was close to secular equilibrium. As the phase crystallizes, it may preferentially incorporate or exclude an intermediate daughter element from the $^{235}$U or $^{238}$U decay chain. For instance, monazite preferentially incorporates $^{230}$Th in the $^{238}$U decay chain [Schäfer, 1984], while zircon excludes it [Mattinson, 1973], resulting in enrichment or depletion in $^{206}$Pb, respectively. The magnitude of the disequilibrium correction is modeled using the $^{208}$Pb content of a mineral to determine its Th/U ratio, then comparing to a user input Th/U ratio of the magma. Another long-lived intermediate daughter isotope is $^{231}$Pa, in the $^{235}$U decay chain. Because there is no abundant long-lived Pa isotope, the initial $^{231}$Pa/$^{235}$U activity ratio or the ratio of Pa and U distribution coefficients must be input by the user to make this correction, described in Appendix A.

Although multiple analyses may share many of the above parameters, each will have a unique set of measured Pb and U ratios. The measured ratios are the same as those needed for tracer characterization: the ratio of each naturally occurring isotope to a tracer isotope, and if multiple enriched isotopes are present, their ratio to one another (Table 1). The mass of tracer solution added to the analysis before measurement is also required to calculate the molar quantities of the sample and tracer isotopes.

### 2.2. Data Reduction

The algorithm that transforms the input parameters into isotopic dates can be broken down into...
three stages: Pb calculations, U calculations, and isotopic date determination. Each category entails calculation of multiple intermediate parameters, and the algorithm depends upon the tracer used and whether or not initial common Pb is present. Figure 1 illustrates the data reduction algorithm as a flow chart, with numbered ovals corresponding to the text section where each calculation appears.

2.2.1. Pb Calculations

[22] The Pb calculations are detailed in the top left panel of Figure 1 and the ovals contain section references to the text that follows.

2.2.1.1. Tracer

[23] Isotope dilution uses a known quantity of a synthetic tracer isotope to determine the unknown amount of sample present. $^{205}$Pb is ubiquitously used as the artificially enriched Pb isotope, and its abundance can be calculated from the measured mass of the tracer and its known concentration of $^{205}$Pb.

$$\text{moles}(^{205}\text{Pb})_t = \text{conc}(^{205}\text{Pb})_t \cdot \text{mass}_t$$  \hspace{1cm} (1)

[24] If a $^{202}$Pb-$^{205}$Pb tracer is used, the linear isotopic fractionation factor $\alpha_{\text{Pb}}$ is proportional to the difference between the measured and true $^{202}$Pb/$^{205}$Pb ratios.

$$\alpha_{\text{Pb}} = \frac{1}{3} \left[ 1 - \left( \frac{^{202}\text{Pb}}{^{205}\text{Pb}} \right)_{t} / \left( \frac{^{202}\text{Pb}}{^{205}\text{Pb}} \right)_{\text{meas}} \right]$$  \hspace{1cm} (2)

If a tracer containing only $^{205}$Pb is used, then $\alpha_{\text{Pb}}$ must be determined from repeated measurements of an isotopic standard, such as NBS981 or NBS982, or from other analyses with the $^{202}$Pb-$^{205}$Pb tracer.

[25] Because $^{204}$Pb is has no radiogenic component, the fractionation-corrected $^{204}$Pb/$^{205}$Pb ratio can be used to determine the mass of common Pb (Pbc). Figure 2 illustrates the relationship between sample Pb components.

$$\left( \frac{^{204}\text{Pb}}{^{205}\text{Pb}} \right)_{fc} = \left( \frac{^{204}\text{Pb}}{^{205}\text{Pb}} \right)_{\text{meas}} \cdot (1 - \alpha_{\text{Pb}})$$  \hspace{1cm} (3)

2.2.1.2. Laboratory Blank and Initial Common Pb

[26] If initial common Pb is present, then the $^{204}$Pb in the analysis must be apportioned between tracer, laboratory blank, and initial common Pb contributions. These relative contributions are illustrated in Figure 2a. When the isotopic composition of the initial common Pb has not been or cannot be measured directly, a popular alternative, albeit imperfect, is to use a Pb ore evolution model such as that of Stacey and Kramers [1975], which is reproduced in Appendix A.

[27] When initial common Pb is present, the total common Pb is apportioned by assuming the mass of the laboratory Pb blank, usually an average of several contemporaneous total procedural blank measurements. To calculate the moles of each isotope present from its mass and isotopic composition, it is helpful to first calculate the grams of laboratory Pb blank per mole of $^{204}$Pb in the blank:

$$\frac{\text{grams}(\text{Pb})_{bl}}{\text{mole}(^{204}\text{Pb})_{bl}} = \frac{\text{grams}(^{204}\text{Pb})_{bl}}{\text{mole}(^{204}\text{Pb})_{bl}} + \frac{\text{grams}(^{206}\text{Pb})_{bl}}{\text{mole}(^{206}\text{Pb})_{bl}} \cdot \frac{\text{grams}(^{205}\text{Pb})}{\text{mole}(^{205}\text{Pb})_{bl}} \cdot \frac{\text{grams}(^{207}\text{Pb})}{\text{mole}(^{207}\text{Pb})_{bl}}$$  \hspace{1cm} (4)

[28] The moles of $^{204}$Pb in the laboratory blank can now be determined from the blank mass input by the user,

$$\text{moles}(^{204}\text{Pb})_{bl} = \frac{\text{mass}(\text{Pb})_{bl}}{\left[ \text{grams}(^{204}\text{Pb})_{bl} \right] / \text{mole}(^{204}\text{Pb})_{bl}}$$  \hspace{1cm} (5)

and the moles $^{206}$Pb, $^{207}$Pb, and $^{208}$Pb in the laboratory blank are computed using (5) and the Pb blank IC.

$$\text{moles}(^{206}\text{Pb})_{bl} = \frac{\text{grams}(^{206}\text{Pb})_{bl}}{\text{mole}(^{206}\text{Pb})_{bl}} \cdot \frac{\text{mass}(\text{Pb})_{bl}}{\left[ \text{grams}(^{206}\text{Pb})_{bl} \right] / \text{mole}(^{206}\text{Pb})_{bl}}$$  \hspace{1cm} (6)

$$\text{moles}(^{207}\text{Pb})_{bl} = \frac{\text{grams}(^{207}\text{Pb})_{bl}}{\text{mole}(^{207}\text{Pb})_{bl}} \cdot \frac{\text{mass}(\text{Pb})_{bl}}{\left[ \text{grams}(^{207}\text{Pb})_{bl} \right] / \text{mole}(^{207}\text{Pb})_{bl}}$$  \hspace{1cm} (7)

$$\text{moles}(^{208}\text{Pb})_{bl} = \frac{\text{grams}(^{208}\text{Pb})_{bl}}{\text{mole}(^{208}\text{Pb})_{bl}} \cdot \frac{\text{mass}(\text{Pb})_{bl}}{\left[ \text{grams}(^{208}\text{Pb})_{bl} \right] / \text{mole}(^{208}\text{Pb})_{bl}}$$  \hspace{1cm} (8)

[29] The total molar quantity of $^{204}$Pb from common Pb, composed of both initial common Pb and laboratory blank, is the total moles of $^{204}$Pb analyzed minus the contribution from the tracer.

$$\text{moles}(^{204}\text{Pb})_{t} = \text{moles}(^{205}\text{Pb})_{t} \cdot \left[ \left( \frac{^{204}\text{Pb}}{^{205}\text{Pb}} \right)_{fc} - \left( \frac{^{204}\text{Pb}}{^{205}\text{Pb}} \right)_{tr} \right]$$  \hspace{1cm} (9)
Because the total common Pb is composed of laboratory blank Pb and initial Pbc, the additional $^{204}\text{Pb}$ in excess of the laboratory blank is assumed to be initial Pbc.

$$\text{moles}^{204}\text{Pb}_{\text{com}} = \text{moles}^{204}\text{Pb}_{\text{IC}} - \text{moles}^{204}\text{Pb}_{\text{bl}}$$  \hspace{1cm} (10)

The initial Pbc contributions to other Pb isotopes can be calculated from the initial $^{204}$Pbc using the initial common Pb IC determined by the user or from a model, such as equations (A25) to (A30).

$$\text{moles}^{206}\text{Pb}_{\text{com}} = \left(\frac{206\text{Pb}}{204\text{Pb}}\right)_{\text{com}} \cdot \text{moles}^{204}\text{Pb}_{\text{com}}$$  \hspace{1cm} (11)

$$\text{moles}^{207}\text{Pb}_{\text{com}} = \left(\frac{207\text{Pb}}{204\text{Pb}}\right)_{\text{com}} \cdot \text{moles}^{204}\text{Pb}_{\text{com}}$$  \hspace{1cm} (12)

$$\text{moles}^{208}\text{Pb}_{\text{com}} = \left(\frac{208\text{Pb}}{204\text{Pb}}\right)_{\text{com}} \cdot \text{moles}^{204}\text{Pb}_{\text{com}}$$  \hspace{1cm} (13)

### 2.2.2. Radiogenic and Sample Pb

If an isochron technique is employed, the initial Pbc isotopic composition for a group of fractions is calculated or constrained at the same time as their date. Only the common Pb from the laboratory blank and tracer should be subtracted in this case, leaving the mass of each isotope of Pb from the sample.

$$\text{moles}^{206}\text{Pb}_{\text{spl}} = \text{moles}^{205}\text{Pb}_{\text{IC}} - \left[\text{moles}^{206}\text{Pb}_{\text{IC}} \cdot \left(1 + \alpha_{\text{Pb}}\right) - \frac{^{206}\text{Pb}_{\text{IC}}}{^{205}\text{Pb}_{\text{IC}}}\right] - \text{moles}^{206}\text{Pb}_{\text{bl}}$$  \hspace{1cm} (21)

$$\text{moles}^{207}\text{Pb}_{\text{spl}} = \text{moles}^{205}\text{Pb}_{\text{IC}} - \left[\text{moles}^{207}\text{Pb}_{\text{IC}} \cdot \left(1 + 2\alpha_{\text{Pb}}\right) - \frac{^{207}\text{Pb}_{\text{IC}}}{^{205}\text{Pb}_{\text{IC}}}\right] - \text{moles}^{207}\text{Pb}_{\text{bl}}$$  \hspace{1cm} (22)

$$\text{moles}^{208}\text{Pb}_{\text{spl}} = \text{moles}^{205}\text{Pb}_{\text{IC}} - \left[\text{moles}^{208}\text{Pb}_{\text{IC}} \cdot \left(1 + 3\alpha_{\text{Pb}}\right) - \frac{^{208}\text{Pb}_{\text{IC}}}{^{205}\text{Pb}_{\text{IC}}}\right] - \text{moles}^{208}\text{Pb}_{\text{bl}}$$  \hspace{1cm} (23)

The total mass of laboratory blank Pb, frequently reported in data tables, should be calculated from the moles of Pb isotopes in the blank and their gram atomic masses.

### 2.2.1.3. Laboratory Blank, No Initial Common Pb

When the dated phase incorporates no initial common Pb, the moles of $^{204}\text{Pb}$ in the laboratory blank can be expressed as the total moles of $^{204}\text{Pb}$ in the analysis minus any contribution from the tracer (Figure 2b). The moles of $^{204}\text{Pb}$ in the laboratory blank, along with its average isotopic composition, are then used to calculate the moles of $^{206}\text{Pb}$, $^{207}\text{Pb}$, and $^{208}\text{Pb}$ in the laboratory blank.

$$\text{moles}^{204}\text{Pb}_{\text{bl}} = \text{moles}^{205}\text{Pb}_{\text{IC}} \cdot \left[\frac{^{204}\text{Pb}_{\text{IC}}}{^{205}\text{Pb}_{\text{IC}}} - \frac{^{204}\text{Pb}_{\text{IC}}}{^{205}\text{Pb}_{\text{IC}}}\right]$$  \hspace{1cm} (14)

$$\text{moles}^{206}\text{Pb}_{\text{bl}} = \text{moles}^{205}\text{Pb}_{\text{IC}} \cdot \left[\frac{^{206}\text{Pb}_{\text{IC}}}{^{205}\text{Pb}_{\text{IC}}} - \frac{^{206}\text{Pb}_{\text{IC}}}{^{205}\text{Pb}_{\text{IC}}}\right]$$  \hspace{1cm} (15)

$$\text{moles}^{207}\text{Pb}_{\text{bl}} = \text{moles}^{205}\text{Pb}_{\text{IC}} \cdot \left[\frac{^{207}\text{Pb}_{\text{IC}}}{^{205}\text{Pb}_{\text{IC}}} - \frac{^{207}\text{Pb}_{\text{IC}}}{^{205}\text{Pb}_{\text{IC}}}\right]$$  \hspace{1cm} (16)

$$\text{moles}^{208}\text{Pb}_{\text{bl}} = \text{moles}^{205}\text{Pb}_{\text{IC}} \cdot \left[\frac{^{208}\text{Pb}_{\text{IC}}}{^{205}\text{Pb}_{\text{IC}}} - \frac{^{208}\text{Pb}_{\text{IC}}}{^{205}\text{Pb}_{\text{IC}}}\right]$$  \hspace{1cm} (17)
2.2.3. U Calculations

[35] The U calculations are detailed in the bottom left panel of Figure 1 and the ovals contain section references to the text that follows.

2.2.3.1. Oxide Correction

[36] Uranium is commonly measured by TIMS in two forms, as a metal (U⁰) species, or as an oxide (UO₂). Although the oxide species ionizes more efficiently, it introduces possible isobaric interferences. About 99.8% of oxygen is ¹⁶O and 0.2% is ¹⁸O. Using a mixed ²³⁳U/²³⁵U tracer, the ¹⁸O creates a significant isobaric interference: ²³⁵U¹⁸O⁴O (mass = 267) on ²³⁵U¹⁶O⁴O (mass = 267). Because both U¹⁸O₄O and U¹⁶O₄O permutations are possible, the ²³⁵UO₂ with one ¹⁸O will be approximately (0.2% ¹⁸O abundance) × (2 UO₂ permutations) = 0.4% as abundant as ²³⁵U¹⁶O₄O. The precise correction depends on the ¹⁸O/¹⁶O in the UO₂ species, which can be measured during the analysis on high-intensity ion beams, or inferred for smaller samples from the mean value of the larger runs.

[37] Because the isobaric interference is underneath the ²³³U peak, both the measured ²³⁸U/²³⁵U oxide (mass 270/267) and ²³³U/²³⁵U oxide (mass 265/267) ratios must be corrected.

\[
\frac{233U}{235U} \text{ oc} = \frac{\frac{260UO_2}{260UO_2}}{1 - 2\left(\frac{260UO_2}{260UO_2}\right)_{\text{meas}}} \cdot \frac{\frac{261UO_2}{261UO_2}}{\left(\frac{261UO_2}{261UO_2}\right)_{\text{meas}}} \quad (24)
\]

\[
\frac{238U}{235U} \text{ oc} = \frac{\frac{270UO_2}{270UO_2}}{1 - 2\left(\frac{270UO_2}{270UO_2}\right)_{\text{meas}}} \cdot \frac{\frac{271UO_2}{271UO_2}}{\left(\frac{271UO_2}{271UO_2}\right)_{\text{meas}}} \quad (25)
\]

2.2.3.2. U Blank and Tracer Masses

[38] Regardless of the tracer used, the mass of both the U blank and tracer contributions are calculated from their input masses and isotopic compositions.

\[
\text{moles}(235U)_{\text{bl}} = \frac{\text{mass(U) bl}}{\text{molar(235U) bl}} + \frac{\text{molar(235U) bl}}{\text{molar(235U) bl}} \quad (26)
\]

\[
\text{moles}(238U)_{\text{bl}} = \left(\frac{238U}{235U}\right)_{\text{bl}} \cdot \text{moles}(235U)_{\text{bl}} \quad (27)
\]

\[
\text{moles}(235U)_{\text{tr}} = \text{conc}(235U)_{\text{tr}} \cdot \text{mass}_{\text{tr}} \quad (28)
\]

\[
\text{moles}(238U)_{\text{tr}} = \left(\frac{238U}{235U}\right)_{\text{tr}} \cdot \text{moles}(235U)_{\text{tr}} \quad (29)
\]

[39] If the tracer contains the synthetic isotope ²³³U, then its molar quantity must also be calculated before determining the radiogenic components of the sample.

\[
\text{moles}(233U)_{\text{tr}} = \left(\frac{233U}{235U}\right)_{\text{tr}} \cdot \text{moles}(235U)_{\text{tr}} \quad (30)
\]

2.2.4. Simultaneous Fractionation Correction and Isotope Dilution

2.2.4.1. Fractionation Correction and Isotope Dilution for a Mixed ²³³U/²³⁵U Tracer

[40] Using a mixed ²³³U/²³⁵U tracer, such as the EARTHTIME-distributed ‘ET535 tracer’, requires simultaneous fractionation correction and isotope dilution, and blank and tracer subtraction calculations. This yields an expression for both the amount of parent U present and the linear fractionation factor αU.

[41] To begin, the contributions to the three measured U isotopes are (Figure 2)

\[
\text{moles}(233U)_{\text{tot}} = \text{moles}(233U)_{\text{tr}} \quad (31)
\]

\[
\text{moles}(235U)_{\text{tot}} = \text{moles}(235U)_{\text{tr}} + \text{moles}(235U)_{\text{bl}} + \text{moles}(235U)_{\text{spl}} \quad (32)
\]

\[
\text{moles}(238U)_{\text{tot}} = \text{moles}(238U)_{\text{bl}} + \text{moles}(238U)_{\text{tr}} + \text{moles}(238U)_{\text{spl}} \quad (33)
\]

[42] After fractionation correction, the oxide-corrected ratios in (24) and (25) or the ²³³U/²³⁵U and ²³⁸U/²³⁵U ratios measured as a metal represent the molar ratios of the quantities in equations (31) and (33) to those in (32).

\[
\left(\frac{231U}{235U}\right)_{\text{oc}} \cdot (1 - 2\alphaU) = \text{moles}(233U)_{\text{tr}} \left[\text{moles}(235U)_{\text{tr}} + \text{moles}(235U)_{\text{bl}} + \text{moles}(235U)_{\text{spl}}\right] \quad (34)
\]

\[
\left(\frac{238U}{235U}\right)_{\text{oc}} \cdot (1 + 3\alphaU) = \left[\text{moles}(238U)_{\text{tr}} + \text{moles}(238U)_{\text{bl}} + \text{moles}(238U)_{\text{spl}}\right] \left[\text{moles}(235U)_{\text{tr}} + \text{moles}(235U)_{\text{bl}} + \text{moles}(235U)_{\text{spl}}\right] \quad (35)
\]

[43] The two equations (34) and (35) have three unknowns, αU and the moles of ²³³U and ²³⁸U. The rest of the terms are defined in equations (26) to (30).
To eliminate a variable, the moles of $^{238}\text{U}$ can be expressed as the moles of $^{235}\text{U}$ multiplied by the $^{238}\text{U}/^{235}\text{U}$ of the sample. Making this substitution and solving the system of equations for the moles of $^{235}\text{U}$ in the sample and $\alpha_U$ yields

\[
\text{moles}^{(235)\text{U}}_{\text{spl}} = \left[3 \left(\frac{^{238}\text{U}}{^{235}\text{U}}\right)_{\text{oc}} / \left(\frac{^{235}\text{U}}{^{238}\text{U}}\right)_{\text{oc}} \right] \cdot \text{moles}^{(233)\text{U}}_{\text{tr}} \\
- 5 \left(\frac{^{238}\text{U}}{^{235}\text{U}}\right)_{\text{oc}} \cdot \left(\text{moles}^{(235)\text{U}}_{\text{bl}} + \text{moles}^{(235)\text{U}}_{\text{tr}}\right) \\
+ 2 \left(\text{moles}^{(238)\text{U}}_{\text{bl}} + \text{moles}^{(238)\text{U}}_{\text{tr}}\right) \\
/ \left[5 \left(\frac{^{238}\text{U}}{^{235}\text{U}}\right)_{\text{oc}} - 2 \left(\frac{^{238}\text{U}}{^{235}\text{U}}\right)_{\text{spl}}\right]
\] (36)

[44] The moles of $^{238}\text{U}$ in the sample can now be determined using the $^{238}\text{U}/^{235}\text{U}$ ratio of the sample.

\[
\text{moles}^{(238)\text{U}}_{\text{spl}} = \text{moles}^{(235)\text{U}}_{\text{spl}} \cdot \left(\frac{^{238}\text{U}}{^{235}\text{U}}\right)_{\text{spl}}
\] (37)

[45] Although the solution to the system of equations in (34) and (35) yields an expression for $\alpha_U$, a simpler expression is obtained by substituting the moles of $^{235}\text{U}$ in the sample derived in (36) into equation (34), then solving for $\alpha_U$.

\[
\alpha_U = \frac{1}{2} - \text{moles}^{(235)\text{U}}_{\text{tr}} / \left[2 \left(\frac{^{238}\text{U}}{^{235}\text{U}}\right)_{\text{oc}} \cdot \left(\text{moles}^{(235)\text{U}}_{\text{spl}} + \text{moles}^{(235)\text{U}}_{\text{bl}} + \text{moles}^{(235)\text{U}}_{\text{tr}}\right)\right]
\] (38)

2.2.4.2. Fractionation Correction and Isotope Dilution for a Single $^{235}\text{U}$ Tracer

[46] As with Pb, fractionation for a single-isotope tracer must be determined by repeated analyses of a standard. For U isotope measurements by TIMS, a single $^{235}\text{U}$ tracer is most common, with isotopic fractionation determined by repeated analysis of CRM U500. Only the $^{238}\text{U}/^{235}\text{U}$ ratio is measured, no oxide correction is needed, and the components of $^{238}\text{U}$ and $^{235}\text{U}$ are given by equation (35). Representing the sample $^{238}\text{U}$ as the moles of $^{235}\text{U}$ multiplied by the $^{238}\text{U}/^{235}\text{U}$ of the sample, the resulting equation may be solved for the moles of $^{235}\text{U}$.

\[
\text{moles}^{(235)\text{U}}_{\text{spl}} = \left[\text{moles}^{(238)\text{U}}_{\text{bl}} + \text{moles}^{(238)\text{U}}_{\text{tr}}\right] \\
- \left(\frac{^{238}\text{U}}{^{235}\text{U}}\right)_{\text{meas}} \left[1 + 3 \alpha_U \right] \left(\text{moles}^{(235)\text{U}}_{\text{bl}} + \text{moles}^{(235)\text{U}}_{\text{tr}}\right) \\
/ \left(\frac{^{238}\text{U}}{^{235}\text{U}}\right)_{\text{meas}} \left[1 + 3 \alpha_U \right] - \left(\frac{^{238}\text{U}}{^{235}\text{U}}\right)_{\text{spl}}
\] (39)

[47] The moles of $^{238}\text{U}$ is calculated with equation (37).

2.2.4.3. Fractionation Correction and Isotope Dilution for a Mixed $^{238}\text{U}/^{235}\text{U}$ Tracer

[48] Using a mixed $^{233}\text{U}/^{238}\text{U}$ tracer, the magnitude of isotopic fractionation $\alpha_U$ can be determined for each ratio measured, or on the mean of the measured ratios.

\[
\alpha_U = \frac{1}{3} \left[1 - \left(\frac{^{233}\text{U}}{^{235}\text{U}}\right)_{\text{tr}} / \left(\frac{^{233}\text{U}}{^{235}\text{U}}\right)_{\text{meas}}\right]
\] (40)

[49] The moles of $^{236}\text{U}$ in the tracer is equal to the concentration of $^{236}\text{U}$ in the tracer multiplied by the measured tracer mass,

\[
\text{moles}^{(236)\text{U}}_{\text{tr}} = \text{conc}^{(236)\text{U}}_{\text{tr}} \cdot \text{mass}_{\text{tr}}
\] (41)

[50] If the U is analyzed as an oxide species, then the measured $^{238}\text{U}/^{236}\text{U}$ requires oxide correction for the isobaric interference of $^{236}\text{U}^{16}\text{O}^{16}\text{O}$ (mass 270) on $^{238}\text{U}^{16}\text{O}^{16}\text{O}$ (mass 270), analogous to the case presented in section 2.2.3.1 for a $^{233}\text{U}/^{235}\text{U}$ tracer. Neglecting the insignificant isobaric interference of $^{235}\text{U}^{17}\text{O}^{16}\text{O}$ on $^{236}\text{U}^{16}\text{O}^{16}\text{O}$ because the tracer and sample $^{235}\text{U}$ and the $^{17}\text{O}$ abundances are all relatively small, the oxide-corrected uranium ratios become

\[
\left(\frac{^{233}\text{U}}{^{236}\text{U}}\right)_{\text{oc}} = \left(\frac{^{265}\text{UO}_2}{^{268}\text{UO}_2}\right)_{\text{meas}}
\] (42)

\[
\left(\frac{^{238}\text{U}}{^{236}\text{U}}\right)_{\text{oc}} = \left(\frac{^{265}\text{UO}_2}{^{268}\text{UO}_2}\right)_{\text{meas}} - 2 \left(\frac{^{18}\text{O}}{^{16}\text{O}}\right)
\] (43)

where the result of equation (42) can be used to calculate the magnitude of isotopic fractionation in equation (40).

[51] Using the $^{238}\text{U}/^{236}\text{U}$ measured as a metal or oxide-corrected in equation (43) and solving for the moles of $^{238}\text{U}$ in the sample yields

\[
\text{moles}^{(238)\text{U}}_{\text{spl}} = \text{moles}^{(236)\text{U}}_{\text{tr}} \cdot \left[\left(\frac{^{235}\text{U}}{^{236}\text{U}}\right)_{\text{meas}} \left(1 + 2 \alpha_U\right) - \left(\frac{^{238}\text{U}}{^{236}\text{U}}\right)_{\text{spl}}\right]
\] (44)

where the moles of $^{238}\text{U}$ in the blank is calculated with equation (27).
The moles of $^{235}$U in the sample is then determined using the $^{238}$U/$^{235}$U of the sample,

$$\text{moles}^{235}U_{\text{spl}} = \frac{\text{moles}^{238}U_{\text{spl}}}{\text{moles}^{235}U_{\text{spl}}}$$  (45)

### 2.2.5. Calculation of Isotopic Ratios

Radiogenic isotope ratios, whose components have been corrected for fractionation and interferences as well as blank and tracer contributions, are used to calculate radiogenic isotope dates. They are also used for plotting conventional (Wetherill) and Tera-Wasserburg-type concordia diagrams.

\[
\frac{^{207}\text{Pb}}{^{206}\text{Pb}}_{\text{rad}} = \frac{\text{moles}^{207}\text{Pb}}{^{206}\text{Pb}}_{\text{rad}} \quad (46)
\]

\[
\frac{^{206}\text{Pb}}{^{238}\text{U}}_{\text{rad}} = \frac{\text{moles}^{206}\text{Pb}}{^{238}\text{U}}_{\text{rad}} \quad (47)
\]

\[
\frac{^{207}\text{Pb}}{^{235}\text{U}}_{\text{rad}} = \frac{\text{moles}^{207}\text{Pb}}{^{235}\text{U}}_{\text{rad}} \quad (48)
\]

### 2.2.6. Isotopic Dates

A radiogenic isotope date for either the $^{238}$U or $^{235}$U system can be derived by solving the isotopic decay equation, $D / P = e^{-\lambda t} - 1$ for $t$, the time elapsed, where $D / P$ is the present radiogenic daughter to parent ratio.

$$t_{206/238} = \frac{1}{\lambda_{238}} \log \left[ \frac{^{206}\text{Pb}}{^{238}\text{U}}_{\text{rad}} + 1 \right]$$  (49)

$$t_{207/235} = \frac{1}{\lambda_{235}} \log \left[ \frac{^{207}\text{Pb}}{^{235}\text{U}}_{\text{rad}} + 1 \right]$$  (50)

To calculate a $^{207}\text{Pb}/^{206}\text{Pb}$ date, it is not possible to solve directly for $t$. Instead, Newton’s Method, an iterative numerical solution, is used by U-Pb_Redux.

Equations to correct the isotopic dates for initial daughter isotope disequilibrium are derived in Appendix A.

### 2.2.7. Isochron Ratios and Dates

Alternatively, an isochron approach uses sample isotope ratios that incorporate an initial Pb component (equations (21) to (23)) to determine both the isotopic date and the common Pb IC. Both two-axis plots, common in meteorite and carbonate U-Pb studies [e.g., Patterson, 1956; Moorbath et al., 1987], and three axis plots [Ludwig, 1998] that make optimum use of both U decay schemes are used.

Isotopic ratios popularly used in isochron calculations include $^{207}\text{Pb}/^{206}\text{Pb}$, $^{204}\text{Pb}/^{206}\text{Pb}$, $^{238}\text{U}/^{206}\text{Pb}$, $^{204}\text{Pb}/^{207}\text{Pb}$, $^{238}\text{U}/^{207}\text{Pb}$, $^{235}\text{U}/^{207}\text{Pb}$, $^{238}\text{U}/^{204}\text{Pb}$, and $^{235}\text{U}/^{204}\text{Pb}$, which may be calculated using the equations for sample molar quantities above.

### 3. Uncertainty Propagation Principles

In the terminology of metrology, uncertainty and error have different meanings. The uncertainty of a measured parameter refers to the dispersion of the values that could reasonably be attributed to it [BIPM et al., 2008a], while an error is the difference between the true (but unknown) value and the measured value.

Uncertainty propagation transforms a set of several inputs, with their associated uncertainties, into the uncertainties in one or more outputs. This transformation depends upon the values and uncertainties of the inputs as well as the sensitivity of the output(s) to them. There are several algorithms that can perform this transformation, but the most popular are linear uncertainty propagation and the Monte Carlo method (MCM).

Linear uncertainty propagation approximates functions in the neighborhood of their observed value by their derivative, and uses the observed values and uncertainties, assumed to be normally distributed, to find the maximum likelihood estimate of the output value. Instead of making these assumptions, the MCM uses many simulations of the uncertain value of each input to propagate their probability distribution through the data reduction equations, directly determining the expected distribution of the output. Although the MCM makes fewer assumptions, it requires $10^5$ to $10^6$ iterations and can thus be slow to implement for large data sets [BIPM et al., 2008b]. For precisely measured data, the linear approximation returns the same quality result in significantly less time, as demonstrated in section 6. U-Pb_Redux uses this approach in order to reduce large data sets and drive interactive visualizations.

### 3.1. Determining the Uncertainties of Inputs

Uncertainties in ID-TIMS measurements ultimately derive from either mass determinations with
A fixed array of Faraday collectors at unit mass spacing can be used to measure very large (>~100 pg) Pb* samples and average-size (>~1 ng) U samples as either metal (U′) or oxide (UO₂) species. Static measurements using Faraday detectors have the advantage of measuring all isotopes simultaneously. However, the amplifier circuits containing large (10¹¹ or 10¹² Ω) resistors that are used to measure the ion beam supply some small but constant Johnson-Nyquist (thermal) noise to each signal, in addition to the ‘shot’ noise proportional to the ion beam intensity. Each of these uncertainty contributions manifests itself in the baseline-corrected isotopic ratio measurements. For sufficiently large, stable signals, successive static Faraday isotope ratio measurements should approximate multivariate normal distributions, and their mean and uncertainty can be directly input into uncertainty propagation algorithms.

The ion counter, by converting a single ion beam at a time into an electron multiplier or photocounter signal, is not subject to the Johnson-Nyquist noise of large resistors. However, because it is used to measure smaller (<~0.2 pA) ion beams, the signal to noise ratio is generally lower due to shot noise. Several effects specific to ion counters also contribute to the isotope ratio uncertainty, including dark noise (essentially Johnson-Nyquist noise in the electron/photomultiplier circuit) and dead time, or the inability to resolve closely spaced ion arrivals. While the dark noise can be averaged out with a sufficiently long baseline determination, the dead time must be measured and monitored closely to ensure the accuracy of ratios significantly greater or less than one (e.g., ²⁰⁶Pb/²⁰⁴Pb for a radiogenic sample). Single collector measurements are subject to further uncertainty from interpolation between successive ion beam measurements as the ion beam grows and decays with time [e.g., Ludwig, 2009].

In order to measure small (<0.2 pA or ~10⁶ cps) ²⁰⁴Pb signals on an ion counter concurrent with static measurements of ²⁰⁵Pb to ²⁰⁸Pb on Faraday detectors, a ‘FaradAly’ routine is employed. The routine consists of two cycles, the first with ²⁰⁴Pb in the ion counter and ²⁰⁵Pb through ²⁰⁸Pb beams in the high-mass Faraday detectors, alternating with a second cycle with ²⁰⁵Pb in the ion counter and ²⁰⁴Pb to ²⁰⁸Pb beams in the Faraday detectors. The relative Faraday/ion counter gain for each cycle can be derived from the ²⁰⁶Pb/²⁰⁴Pb ratio measured on the Faradays in the first cycle vs. the ²⁰⁶Pb/²⁰⁵Pb ratio measured in the second cycle, with the ²⁰⁵Pb beam on the ion counter; ratios involving ²⁰⁴Pb from the first cycle can then be corrected for this relative gain. Because the number of measured isotope ratios to ²⁰⁴Pb is half that of the other isotopes, conventional covariance estimation techniques (see section 3.3) are invalid, and an expectation-maximization algorithm must be employed [Dempster et al., 1977].

### 3.2. Uncertainty Propagation Equation

The linear uncertainty propagation equation can be derived from the Taylor series expansion of a function f(x) around the point x = ˣ,

\[
f(\bar{x} + \Delta x) = f(\bar{x}) + \Delta x f'(\bar{x}) + \Delta x^2 \frac{f''(\bar{x})}{2!} + \cdots \tag{52}\]

the deviation of the function from its value at x = ˣ is expressed as the sum of the terms after f(\bar{x}), beginning with the first-order term \(\Delta x f'(\bar{x})\). For a deviation of \(\Delta x = \sigma_x\) near \(x = \bar{x}\), a first-order approximation of the deviation from \(y = f(x)\) is

\[
\sigma_y \approx \sigma_x \frac{dy}{dx}, \tag{53}\]

where \(\frac{dy}{dx}\) is evaluated at \(x = \bar{x}\). Squaring both sides yields the conventional linear uncertainty propagation equation for a function of a single variable, illustrated geometrically in Figure 3:

\[
\sigma_y^2 \approx \sigma_x^2 \left(\frac{dy}{dx}\right)^2. \tag{54}\]

The expected value of \(\Delta x^2\), or \((x_i - \bar{x})^2\) for a series of measurements \(x_i\) about the mean \(\bar{x}\) is the variance of \(x\), denoted \(\sigma_x^2\). Likewise, \(\sigma_y^2\) is the resulting square of the average deviation in \(y = f(x)\) due to the scatter in the measurements \(x_i\). The
When two uncertainties are correlated, both are
differentiated 

\[ \sigma^2_y = \sigma_x^2 \left( \frac{\partial y}{\partial x} \right)^2 \]

and making the above substitutions yields the con-

\[ \sigma^2_y = \sigma_x^2 \left( \frac{dz}{dx} \right)^2 \]

3.3. Covariance and Correlation

When two uncertainties are correlated, both are
dependent on a common parameter or effect. One example of correlated uncertainties is between two
measured isotope ratios with the same isotope in
the denominator, such as the measured \( ^{206}\text{Pb}/^{204}\text{Pb} \) and
\( ^{207}\text{Pb}/^{204}\text{Pb} \) of a radiogenic sample or between
the \( ^{206}\text{Pb}/^{205}\text{Pb} \) and \( ^{207}\text{Pb}/^{204}\text{Pb} \) of an under-spiked
sample. In the first case, the uncertainty in the
measurement of the less abundant \( ^{204}\text{Pb} \) denomi-
nator isotope is large, and the uncertainties of the
two ratios will be highly correlated because most of
the uncertainty in each isotope ratio derives from
a common source, the \( ^{204}\text{Pb} \) measurement. If the
uncertainty in the denominator isotope is relatively
small compared to those in the numerators, such as
the second case above, then their uncertainties are
less correlated, since most of the uncertainty in each
ratio is contributed by the independent measure-
ments of the numerator isotopes, the less abundant
\( ^{206}\text{Pb} \) and \( ^{207}\text{Pb} \).

In both cases above, the correlation between a
pair of measured isotope ratios can be determined
empirically from the discrete measured data. The
covariance is defined as the expected value of
\( \Delta x \Delta y \), or \( (x_i - \bar{x})(y_i - \bar{y}) \) above. An unbiased
estimate of the covariance, \( \sigma_{xy} \), can be calculated from a
discrete sample of \( n \) independent measurements
of \( x \) and \( y \) as

\[ \sigma_{xy} = \frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y}) \]

The correlation coefficient \( \rho_{xy} \) is commonly cited
because it does not depend on the magnitude of the uncertainty of \( x \) or \( y \). It has a range of \([-1, 1]\)
inclusive and can be calculated from the covariance
term above, \( \rho_{xy} = \sigma_{xy}/(\sigma_x \sigma_y) \).

If discreet input data are not available, the
covariance between two measured isotope ratios can
be estimated using the uncertainty of a third iso-
tope ratio that is the quotient of the first two [Schmitz
and Schoene, 2007]. For instance, the covariance
between the measured \( ^{206}\text{Pb}/^{204}\text{Pb} \) and \( ^{207}\text{Pb}/^{204}\text{Pb} \)
ratios could be estimated using their uncertainties
and the uncertainty in the \( ^{206}\text{Pb}/^{207}\text{Pb} \) ratios from the
same data set. This approach assumes that the mean and standard error of all three ratios are calculated from the same $n$ measurements, i.e., that no data have been discarded one ratio and not another.

[73] Other examples of variables with correlated uncertainties include isotope ratios or dates that have been subjected to a common correction, such as fractionation correction or blank and tracer subtraction. For instance, if $x$ and $y$ above are functions of a set of common variables $a$, $b$, …, then

$$\sigma_{xy}^2 = \sigma_x^2 \left( \frac{dx}{da} \right) \left( \frac{dy}{da} \right) + \sigma_y^2 \left( \frac{dy}{db} \right) \left( \frac{dx}{db} \right) + \sigma_{ab}^2 \left[ \frac{dx}{da} \left( \frac{dy}{db} \right) + \frac{dx}{db} \left( \frac{dy}{da} \right) \right] + \ldots \quad (59)$$

Here, $a$, $b$, … could for instance be the tracer IC and enriched isotope concentrations, whose uncertainties and covariance structure, $\sigma_a^2$, $\sigma_b^2$, $\sigma_{ab}$, … are input by the user, and the calculated variables $x$ and $y$ could be the radiogenic $^{206}$Pb/$^{238}$U and $^{207}$Pb/$^{235}$U ratios. Because the variables $x$ and $y$ are interchangeable in equation (59), the covariance of $x$ with $y$ is the same as the covariance of $y$ with $x$: $\sigma_{xy}^2 = \sigma_{yx}^2$.

[74] Equations (57) and (59) can be expanded for any number of variables and corresponding uncertainties. However, for each new variable added to equation (57), a new variance term must be added, as well as covariance terms for each new pair of variables created. The number of covariance terms grows as $n^2$, so that if 35 inputs and uncertainties required to reduce U-Pb data, up to 630 terms are required to completely describe their uncertainty. Furthermore, determining the total derivatives of the each output with respect to the each input through the complex series of equations presented in section 2 is a daunting task by hand, but it is required for detailed linear analysis. The covariance terms and derivatives are most easily combined for uncertainty propagation by organizing them into covariance and Jacobian matrices, respectively, and employing linear algebraic techniques.

4. Propagating Uncertainty With Matrices

[75] A linear algebraic framework is advantageous for uncertainty propagation because it efficiently organizes the covariance and derivative terms presented above into matrices. Matrix multiplication is computationally fast, which enables rapid updates as the analyst explores parameter space in the graphical user interface of U-Pb Redux. Derivatives of the intermediate reduction parameters and outputs calculated in equations (2) to (51) can be organized into Jacobian matrices (section 4.1) according to simple rules, a process that can be automated with software [Bowring et al., 2011], ensuring accuracy in what would be many complex equations expressed longhand. The variance and covariance structure of the input variables are arranged in a single covariance matrix (section 4.1), and all other correlation determinations are the product of straightforward matrix multiplication, so there is no propagation of uncertainty through multiple intermediate formulations. In this way, matrix representation ensures that covariance terms are carried through the entire uncertainty propagation calculation, and terms that may become important in the future are never ignored for simplicity. Finally, covariance and Jacobian matrices can be formulated with a block structure if analytical, tracer, and/or decay constant uncertainties are considered independent, so that matrix multiplication is broken down into small, quickly calculated pieces.

4.1. Covariance and Jacobian Matrices

[76] Uncertainty propagation using matrix multiplication utilizes two types of matrices, covariance matrices and Jacobian matrices. A covariance matrix describes the uncertainties of a set of variables and how they relate to one another. For $n$ variables, it takes the form

$$\Sigma = \begin{bmatrix} \sigma_1^2 & \sigma_{12} & \cdots & \sigma_{1n} \\ \sigma_{12} & \sigma_2^2 & \cdots & \sigma_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ \sigma_{1n} & \sigma_{2n} & \cdots & \sigma_n^2 \end{bmatrix}$$

Matrix elements in the first row and first column of the covariance matrix relate to the first variable, elements in the second row or second column to the second variable, and so on. Terms on the diagonal of the covariance matrix (e.g., $\sigma_1^2$ and $\sigma_2^2$) are variances; the off-diagonal elements are covariance terms. For instance, the matrix element in the first row and second column is the covariance between the first and second variable, $\sigma_{12}^2$. The covariance matrix is symmetric because $\sigma_{12}^2 = \sigma_{21}^2$. Independent, uncorrelated variables have zero covariance.

[77] The other component of linear algebraic uncertainty propagation, a Jacobian matrix, describes a linear transformation from the input parameters to the output variables. In the context of uncertainty
propagation, the Jacobian matrix approximates the sensitivity of output variables to small changes in their input parameters as the partial derivative of the function of the output with respect to each input. For a set of \( m \) functions \( f_1 \) to \( f_m \) of \( n \) variables \( x_1, \ldots, x_n \), a Jacobian matrix takes the form

\[
\mathbf{J} = \begin{bmatrix}
\frac{\partial f_1}{\partial x_1} & \frac{\partial f_1}{\partial x_2} & \cdots & \frac{\partial f_1}{\partial x_n} \\
\frac{\partial f_2}{\partial x_1} & \frac{\partial f_2}{\partial x_2} & \cdots & \frac{\partial f_2}{\partial x_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial f_m}{\partial x_1} & \frac{\partial f_m}{\partial x_2} & \cdots & \frac{\partial f_m}{\partial x_n}
\end{bmatrix}
\]

Each row of the Jacobian corresponds to an input variable, \( x_1, x_2, \ldots \) and each column an output, \( f_1(x_1, x_2, \ldots), f_2(x_1, x_2, \ldots) \). Every entry in the matrix is the partial derivative of the column variable with respect to the row variable. If the function \( f_i \) is not defined in terms of the input \( x_j \), then the value of the partial derivative \( \partial f_i / \partial x_j \) is zero. These derivatives may be calculated after analytical differentiation [e.g., Schmitz and Schoene, 2007; Bowring et al., 1987; Scaillet, 2000].

[80] In a linear algebraic framework, total derivatives are calculated by multiplying two or more Jacobian matrices. The rightmost matrix in the matrix product contains partial derivatives of the first set of intermediate parameters with respect to the inputs that define them. For instance, the first Jacobian matrix could contain the moles of \(^{207}\text{Pb} \) in the tracer (equation (1)) and the fractionation-corrected \(^{204}\text{Pb} / ^{205}\text{Pb} \) ratio (equation (3)), which are both defined in terms of input parameters. If this matrix is left-multiplied by another Jacobian matrix containing the partial derivatives of the moles of \(^{206}\text{Pb} \) and \(^{207}\text{Pb} \) in the blank (equations (15) and (16)) with respect to the moles of \(^{205}\text{Pb} \) in the tracer and the fractionation-corrected \(^{204}\text{Pb} / ^{205}\text{Pb} \) ratio, the product will include the total derivative of the moles of \(^{206}\text{Pb} \) and \(^{207}\text{Pb} \) in the blank with respect to the input parameters.

[81] If \( f_1 \) and \( f_2 \) are functions of the input parameters \( x_1 \) and \( x_2 \), and \( g_1 \) and \( g_2 \) are in turn functions of \( f_1 \) and \( f_2 \), then the total derivative of the functions \( g_1 \) and \( g_2 \) with respect to \( x_1 \) and \( x_2 \) is the product of two Jacobian matrices, \( \mathbf{J}_1 \) and \( \mathbf{J}_2 \).

\[
\begin{bmatrix}
\frac{dg_1}{dx_1} \\
\frac{dg_1}{dx_2} \\
\frac{dg_2}{dx_1} \\
\frac{dg_2}{dx_2}
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial f_1}{\partial x_1} & \frac{\partial f_2}{\partial x_1} \\
\frac{\partial f_1}{\partial x_2} & \frac{\partial f_2}{\partial x_2}
\end{bmatrix}
\begin{bmatrix}
\frac{dg_1}{df_1} & \frac{dg_1}{df_2} \\
\frac{dg_2}{df_1} & \frac{dg_2}{df_2}
\end{bmatrix}
\]

or

\[
\mathbf{J} = \mathbf{J}_1 \mathbf{J}_2
\]
so that it contains rows for \( n \) input parameters \((x_1,x_2, \ldots x_p)\) and columns for \( m \) intermediate parameters \((f_1,f_2, \ldots f_m)\), where those parameters are expressed as functions of the input parameters. Matrix \( J_2 \) must be adjusted as well to contain \( m \) rows for the intermediate parameters in \( J_1 \), with \( p \) columns for the next set of intermediate parameters \( g_1, g_2, \ldots g_p \). Further Jacobian matrices \( J_3, J_4, \ldots \) can be added until the final set of output parameters has been reached.

[83] This technique is utilized in U-Pb Redux. The partial derivatives of the data reduction equations in section 2 and Appendix A are calculated during data reduction. These are arranged into approximately ten Jacobian matrices, depending on the tracer and common Pb correction scheme employed, that start with the input variables, step through the intermediate variables, and end with the output isotope ratios and dates. The product is the Jacobian matrix \( J \), a linearized model of the data reduction equations that contains the total derivatives of the isotopic dates and ratios in sections 2.2.5 and 2.2.6 and Appendix A with respect to the user-input parameters in Tables 1 and 2.

4.3. Uncertainty Propagation Equation

[84] Using the covariance and Jacobian matrices assembled above, the uncertainty propagation equation for \( z = f(x,y) \) (equation (57)), can be restated as a matrix product,

\[
\sigma_z^2 = \begin{bmatrix} \frac{dz}{dx} & \frac{dz}{dy} \\ \frac{dx}{dz} & \frac{dy}{dz} \end{bmatrix} \begin{bmatrix} \sigma_x^2 & \sigma_{xy} \\ \sigma_{yx} & \sigma_y^2 \end{bmatrix} = J^T \Sigma J
\]

(62)

To calculate the uncertainty and covariance between multiple outputs, the outermost Jacobian matrix contains a column for each output. The matrix product then yields the covariance matrix of the output parameters. For example, if \( w \) is also a function of \( x \) and \( y \), then by calculating the product

\[
\begin{bmatrix} \sigma_x^2 & \sigma_{xw} \\ \sigma_{xw} & \sigma_w^2 \end{bmatrix} = \begin{bmatrix} \frac{dx}{dz} & \frac{dw}{dz} \\ \frac{dx}{dy} & \frac{dy}{dy} \end{bmatrix}^T \begin{bmatrix} \sigma_x^2 & \sigma_{xy} \\ \sigma_{yx} & \sigma_y^2 \end{bmatrix} \begin{bmatrix} \frac{dx}{dz} & \frac{dw}{dz} \\ \frac{dx}{dy} & \frac{dy}{dy} \end{bmatrix}
\]

(63)

the uncertainty in \( w, \sigma_w^2 \) and the covariance between \( z \) and \( w, \sigma_{zw} \) fall out.

[85] The covariance matrix \( \Sigma \) can be expanded for any number of inputs, and the Jacobian matrix \( J \) can represent the product of several intermediate Jacobian matrices \( J_1, J_2, \ldots \). In this way, uncertainty propagation for a complex system of inputs, intermediate parameters, and related outputs is represented by a single matrix equation. Because \( J \) contains the total derivatives of the outputs with respect to the inputs, covariance terms do not need to be calculated in uncertainty propagation expressions for every intermediate parameter. The intermediate parameters can now be defined as parameters of interest instead of being formulated to facilitate covariance calculations. An illustration of the U-Pb uncertainty propagation algorithm with populated covariance and Jacobian matrices can be found in the auxiliary material.

5. Weighted Means

[86] The goal of calculating a weighted mean is to report a single date and uncertainty that best represents the knowledge accumulated by a set of measurements that are assumed to represent a single population with normally distributed uncertainties. Every weighted mean algorithm involves assigning weights, or multipliers which sum to unity, to the measurements, then summing the weighted data. The arithmetic mean gives each of \( n \) measurements an equal weight of \( 1/n \), but a weighted mean may assign a unique weight to each datum so that precise data are weighted more heavily.

5.1. Conventional Weighted Mean of Independent Data

[87] For the weighted mean \( \bar{t} \) of \( n \) independent measurements \( t_1, \ldots t_n \), the weights \( \alpha_1, \ldots \alpha_n \) are inversely proportional to the variance of each date, \( \sigma_1^2, \ldots \sigma_n^2 \) so that

\[
\alpha_i = \frac{1}{\sigma_i^2} / \sum_{i=1}^{n} \left( \frac{1}{\sigma_i^2} \right)
\]

where the denominator is used to normalize the sum of the weights. Thus the weighted mean \( \bar{t} \) is

\[
\bar{t} = \frac{\sum_{i=1}^{n} \alpha_i t_i}{\sum_{i=1}^{n} \alpha_i} = \left( \frac{\sum_{i=1}^{n} \left( \frac{1}{\sigma_i^2} \right)}{\sum_{i=1}^{n} \left( \frac{1}{\sigma_i^2} \right)} \right) \frac{\sum_{i=1}^{n} t_i}{\sum_{i=1}^{n} \left( \frac{1}{\sigma_i^2} \right)}
\]

(64)

This choice of weights minimizes the sum of the squared difference between each date and the mean, divided by the date’s variance,

\[
S = \sum_{i=1}^{n} \frac{(t_i - \bar{t})^2}{\sigma_i^2}
\]

(65)

1 Auxiliary materials are available in the HTML. doi:10.1029/2010GC003478.
The statistic $S$ has a $\chi^2$ distribution with $n-1$ degrees of freedom. The quotient $S/(n-1)$ is the ‘mean square of weighted deviates’ (MSWD) [e.g., Wendt and Carl, 1991], which characterizes the goodness of fit, or how well the weighted mean $\bar{t}$ describes the data $t_i$. MSWD values close to one indicate that the scatter in the data $t_i$ can be explained by their uncertainties $\sigma_i$. Values much lower or greater than one may indicate that the uncertainties have been overestimated or underestimated, respectively. Minimizing $S$, which also minimizes the MSWD and the uncertainty of $\bar{t}$, concurrently maximizes the likelihood that, given the measurements $t_1, \ldots, t_n$, the mean is $\bar{t}$.

[8] The uncertainty of $\bar{t}$ can be derived using the conventional uncertainty propagation equation. The derivative of $\bar{t}$ with respect to a date, $t_i$ in equation (64) is

$$\frac{\partial \bar{t}}{\partial t_i} = \frac{1}{\sigma_i^2} \sum_{j=1}^{n} \left( \frac{1}{\sigma_j^2} \right) \sigma_j^2$$

Assuming that the dates $t_1, \ldots, t_n$ have uncorrelated uncertainties, the variance of $\bar{t}$, according to the uncertainty propagation equation (57) is

$$\sigma_{\bar{t}}^2 = \sum_{i=1}^{n} \left[ \left( \frac{\partial \bar{t}}{\partial t_i} \right)^2 \sigma_i^2 \right] = \sum_{i=1}^{n} \left[ \left( \frac{1}{\sigma_i^2} \right)^2 \sum_{j=1}^{n} \left( \frac{1}{\sigma_j^2} \right)^2 \sigma_j^2 \right]$$

Combining numerator terms and factoring out a common denominator yields,

$$\sigma_{\bar{t}}^2 = \sum_{i=1}^{n} \left[ \sigma_i^2 \left( \frac{1}{\sigma_i^2} \right)^2 \right] \left( \sum_{i=1}^{n} \left( \frac{1}{\sigma_i^2} \right) \right)^2$$

Finally, dividing out a $\sigma_i^2$ term in the numerator gives the form $x/x^2$, which simplifies to

$$\sigma_{\bar{t}}^2 = \frac{1}{\sum_{i=1}^{n} \left( \frac{1}{\sigma_i^2} \right)} \sigma_i^2.$$  \hspace{1cm} (66)

[80] Equations (64) and (66) assume, however, that each of the measured dates $t_i$ are independent: that none of their uncertainties share a common systematic contribution. Although these equations can be used to propagate random analytical uncertainties, they cannot assess the systematic contribution of tracer or decay constant uncertainties to a weighted mean date. In the past, systematic errors have been added in quadrature after equations (64) and (66) are evaluated with analytical uncertainties. However, this approach cannot accurately handle several important scenarios.

[90] First, if a systematic variable affects each analysis differently, it is unclear which magnitude to add in quadrature. One example is combining analyses with different ratios of tracer to sample. Because the magnitude of the tracer subtraction is different for each, the uncertainty contribution from the subtraction is also different. Also, because the estimated IC of the tracer differs from the true value (within uncertainty), tracer subtraction will introduce some scatter in the results. If the estimated tracer $^{206}\text{Pb}/^{205}\text{Pb}$ ratio is greater than, but within uncertainty of, the true $^{206}\text{Pb}/^{205}\text{Pb}$ ratio, then the moles of radiogenic $^{206}\text{Pb}$ in under-spiked analyses will be overcorrected for the $^{206}\text{Pb}$ in the tracer in equation (18), and overspiked analyses will be overcorrected even further. This scatter, which is introduced by a systematic source, must be considered along with the scatter from random effects during calculation of weighted mean statistics, so that it is not interpreted as ‘geologic scatter.’

[91] Second, it is unclear how to propagate uncertainty which has both a random component and a systematic component with equations (64) and (66). For instance, correction for Pb fractionation using a single-isotope Pb tracer is usually performed by repeatedly analyzing a certified reference material, e.g., NBS981. The random uncertainty propagated in the fractionation correction is often taken as the long-term reproducibility of this standard, but the uncertainty also contains a systematic component related to the uncertainty in the certified IC of NBS981. The latter cannot be reduced by repeated analyses, which would occur if this uncertainty were considered as analytical and included in $\sigma_i$ in equation (66).

[92] The solution to both of the scenarios above is to treat systematic uncertainties as uncertainty correlations between analyses, yielding a weighted mean, its uncertainty, and an MSWD that is not artificially deflated by misattributed uncertainties.

5.2. The Date Covariance Matrix

[93] As section 3.3 details, correlations arise between calculated values when they rely on common parameters. In the case of weighted mean U–Pb dates, two large uncertainty contributions from common parameters are the IC and U/Pb ratio of the tracer, and the decay constant uncertainties. The covariance matrix for a measured data set of isotopic dates can be constructed with each date’s variance (1 $\sigma$
The date covariance matrix can be calculated by is with respect to the inputs is a \( m \times S \) for the dates is then the \( \frac{1}{4} \) by \( f \) \([1988]\), the best rows corresponding to the systematically varying parameters. Analogously, each column of the product of the \( i \) \( A \) \( \frac{10.1029/2010GC003478}{10} \) and the MSWD, maximizing the probability that \( t \) is the mean of the data. The generalized weighted mean can be represented by a sum of scalar products as in equation (64), or equivalently as the dot product of two vectors, hereafter displayed in bold, containing the weights and the observed data

\[ i = \sum_{i=1}^{n} \alpha_i t_i = \alpha^T t \]  

Unlike the conventional weighted mean, there is no simple formula for the generalized weighted mean weights. Instead, the vector of weights, \( \alpha \), is determined using the fact that it minimizes the uncertainty in \( t \). Analogous to the ‘conventional’ weighted mean derivation, the derivative of \( i \) with respect to the vector of measured dates \( t \) is

\[ \partial i / \partial t = \alpha \]  

The resulting vector of derivatives is the Jacobian matrix of the function \( i \). Along with the covariance matrix for the measured dates derived in section 5.2, the Jacobian matrix can be substituted into equation (62), the linear algebraic uncertainty propagation equation, to yield,

\[ \sigma_i^2 = \alpha^T \Sigma \alpha \]  

where \( \Sigma \) is the covariance matrix of the dates. Minimizing \( \sigma_i^2 \) subject to the constraint that the sum of the weights in \( \alpha \) is unity is most easily accomplished with a Lagrange multiplier.

A common strategy for solving constrained minimization problems, a Lagrange multiplier is introduced to find the extrema of the function \( f(\alpha) \) subject to the constraint \( g(\alpha) = c \). Here, \( f(\alpha) \) is equation (70) and the constraint that the sum of the weights equal unity can be restated as a vector product, \( \alpha^T \mathbf{1} = 1 \), where \( \mathbf{1} \) is a \( n \)-component column vector of ones. At an extremum of \( f(\alpha) \), the gradients
of \( f(\alpha) \) and \( g(\alpha) \) are parallel, although not necessarily the same magnitude. Thus,
\[
\nabla f(\alpha) = -\lambda \nabla g(\alpha)
\]
and \( \lambda \) is known as the Lagrange multiplier. Utilizing the linearity of the gradient operator, such that \( \nabla F + \nabla g = \nabla (f + g) \), both terms can be moved to the left-hand side of the equation and combined. Enforcing the constraint that \( g(\alpha) = c \) gives
\[
\nabla [f(\alpha) + \lambda \cdot (g(\alpha) - c)] = 0
\]
where 0 is a matrix of zeros. Substituting the generalized weighted mean equation and constraints yields the gradient of a function \( F \),
\[
\nabla F = \nabla [\alpha^T \Sigma \alpha + \lambda \cdot (\alpha^T 1 - 1)] = 0
\]
[100] The gradient may be decomposed into the partial derivatives with respect to the two variables, \( \alpha \) and \( \lambda \), which both evaluate to zero. Because the covariance matrix \( \Sigma \) is symmetric, \( \Sigma^T = \Sigma \), producing two equations,
\[
\frac{\partial F}{\partial \alpha} = (\Sigma^T + \Sigma) \alpha + \lambda 1 = 2\Sigma \alpha + \lambda 1 = 0 \quad (71)
\]
\[
\frac{\partial F}{\partial \lambda} = \alpha^T 1 - 1 = 0 \quad (72)
\]
with two unknowns, \( \lambda \) and \( \alpha \).

[101] A solution to this system of equations is found by first solving equation (71) for \( \alpha \), then substituting this expression into equation (72) and evaluating the transpose,
\[
\alpha = -\frac{1}{2} \lambda \Sigma^{-1} 1
\]
\[
-\left(\frac{1}{2} \lambda \Sigma^{-1} 1\right)^T 1 = -\frac{1}{2} \lambda 1 \Sigma^{-1} 1 = 1
\]
Where \( \Sigma^{-1} \) is the inverse of the date covariance matrix. Because \( 1^T \Sigma^{-1} 1 \) is a scalar quantity, it can be moved to the denominator. The resulting equation can be solved for \( \lambda \) and substituted back into equation (71), yielding
\[
\lambda = -2 \left/ \left(1^T \Sigma^{-1} 1\right) \right.
\]
\[
2\Sigma \alpha + \left[ -2 \left/ \left(1^T \Sigma^{-1} 1\right) \right. \right] 1 = 0
\]
Finally, solving for \( \alpha \) gives
\[
\alpha = \Sigma^{-1} 1 \left/ \left(1^T \Sigma^{-1} 1\right) \right.
\]
[102] To evaluate the generalized weighted mean, the expression for \( \alpha \) in equation (73) can be substituted into equation (69), producing the equation for the generalized weighted mean,
\[
\hat{i} = 1^T \Sigma^{-1} \hat{i} \left/ \left(1^T \Sigma^{-1} 1\right) \right.
\]
The expression for \( \alpha \) in equation (73) can also be substituted into equation (70), yielding
\[
\sigma^2_\alpha = \left(\Sigma^{-1} 1\right)^T \Sigma \left(\Sigma^{-1} 1\right) \left/ \left(1^T \Sigma^{-1} 1\right)^2 \right.
\]
Evaluating the transpose and canceling terms in the numerator yields the form \( \chi^2 \), which simplifies to
\[
\sigma^2_\alpha = 1 \left/ \left(1^T \Sigma^{-1} 1\right) \right.
\]
The variance of the generalized weighted mean is thus equal to the reciprocal of the sum of the terms in the inverse covariance matrix \( \Sigma^{-1} \). For the special case when the uncertainties in all dates are independent, \( \Sigma \) and thus \( \Sigma^{-1} \) become diagonal matrices and equation (75) evaluates to equation (66).

[103] Analogous to equation (65), the goodness of fit, or degree to which the weighted mean \( \hat{i} \) fits the observed data \( i \), is described by the statistic
\[
S = r^T \Sigma^{-1} r
\]
where \( r \) is the vector of residuals \( r_i = i - \hat{i} \). \( S \) has a \( \chi^2 \) distribution with \( n - 1 \) degrees of freedom, and dividing \( S \) by \( n - 1 \) yields the familiar MSWD.

5.4. Application to U-Pb Geochronology
[104] For U-Pb geochronology by ID-TIMS, the largest systematic uncertainty contributions come from the tracer IC and enriched isotope concentrations and from the uncertainty in the decay constants. While analytical uncertainties alone are used to compare U-Pb analyses measured with the same tracer, it is necessary to propagate the tracer uncertainties in order to compare with U-Pb analyses measured with a different tracer. Comparison of U-Pb dates with other decay systems, such as \( ^{40} \text{Ar}^{-39} \text{Ar} \), requires propagating the U decay constant uncertainties as well. These three uncertainties are often represented in the form \( \pm \chi Y/Z \), where \( \chi \) is the analytical uncertainty, \( Y \) includes the analytical and tracer contributions, and \( Z \) includes the analytical, tracer and decay constant uncertainties [e.g., Schoene and Bowring, 2006].
The generalized weighted mean algorithm is used by U-Pb Redux to calculate \( X, Y, \) and \( Z \). The covariance matrix \( \Sigma_{tr} \) of random uncertainties is first assembled by placing the analytical uncertainties for each of \( n \) dates along the diagonal of an \( n \) by \( n \) matrix \( \Sigma_{tr} \). Evaluating equations (73) to (76) with \( \Sigma = \Sigma_{tr} \) is mathematically equivalent to using equations (64) to (66) for independent measurements, and gives the uncertainty \( X \).

Following section 5.2, covariance matrices for the dates which contain the tracer and decay constant uncertainties are assembled using equation (67). To calculate \( Y \), only the tracer parameter uncertainties are included in \( \Sigma_{tr} \), and to calculate \( Z \), both the tracer and decay constant uncertainties are present. The matrix \( \Sigma_{ts} \) for the tracer and decay constants also contains elements for any covariance between the two, which would be incurred if for instance the \( ^{235} \text{U} \) decay constant were recalibrated to the \( ^{238} \text{U} \) decay constant using closed system zircon analyses spiked with the same tracer [Schoene et al., 2006; Mattinson, 2010].

The MSWD calculated using equation (76) for the generalized weighted mean is different for \( X, Y, \) and \( Z \). We recommend using the MSWD calculated for \( Z \) because it accurately incorporates all sources of scatter.

6. Verification by Monte Carlo Method

The linear uncertainty propagation equations presented above are based upon several important assumptions. First, in order to interpret output covariance matrices in terms of confidence intervals, for example that \( \pm2\sigma \) approximates a 95% confidence interval (CI) about an isotopic date, the uncertainties of the inputs are all assumed to have normal (Gaussian) probability distributions. This assumption is typically justified using the central limit theorem, which states that the mean of many small random effects is approximately normally distributed, even if the probability distribution of the effects are not.

Most, if not all, uncertainties for ID-TIMS measurements are observed to be normally distributed. The isotope measurements in the numerator and denominator of isotope ratios are assumed to be controlled by Poisson processes, which yield asymmetric Poisson probability distributions for low count rates. However, at the count rates (generally >10 cps) and integration times (generally >100 s total) usually used for U-Pb geochronology by ID-TIMS, these distributions can be closely approximated as Gaussian. In addition, the uncertainties in isotope ratios also contain contributions from other sources, such as resistor noise and beam interpolation. Although a Student’s \( t \)-distribution is appropriate for discrete data with finite degrees of freedom, U-Pb analyses typically contain >50 ratio measurements, at which point the Student’s \( t \) and the normal distributions are almost identical.

Other input uncertainties, such as isotopic fractionation or the blank isotopic composition, can often be measured with higher precision than their external variability. For instance, the variability in the Pb blank IC is most likely due to variable magnitude contributions from various Pb contamination sources, such as ion exchange chemistry and sample loading. The average effect of these small variations, as predicted by the central limit theorem, is an observed normal distribution. This reasoning is also extended to unobservable quantities, such as the Th/U ratio of the magma used for \( ^{230} \text{Th} \)-correction of \( ^{206} \text{Pb},^{238} \text{U} \) dates [e.g., Crowley et al., 2007].

Another assumption made by linear uncertainty propagation, illustrated in Figure 3, is that the magnitude of the input uncertainties are small, so that the function \( y = f(x) \) is locally linear at the scale of \( \sigma_x \). This is equivalent to the assumption that the higher-order terms in the Taylor series in equation (55) are insignificant. Because the data reduction equations are not linear (they involve division, exponentiation, and logarithms) this assumption depends upon the magnitude of the observed input uncertainties. To test whether linear uncertainty propagation algorithm implemented in U-Pb Redux accurately models the uncertainty of isotopic dates with typical ID-TIMS input uncertainties, the Monte Carlo method (MCM) is used.

6.1. Monte Carlo Experimental Setup

Implementation of MCM begins by specifying a probability distribution for each input variable [BIPM et al., 2008b; Cox and Siebert, 2006]. For this implementation, all input variables are assumed to have multivariate normal probability distributions, but MCM can also be implemented with other (e.g., uniform) input distributions. Next, a pseudo-random number generator is used to produce a random sample, known as a Monte Carlo trial, from the input probability distribution for each parameter. These values are used to calculate the output variables, e.g., isotopic dates, and then the process is repeated \( M \) times. The resulting distribution of the \( M \) values for an output approximates its probability distribution, and if several outputs are calculated...
from the same input trials, the result approximates their joint probability distribution, which describes their correlation as well.

There are multiple ways to interpret the output of a Monte Carlo model. If the $M$ calculated output variables are normally distributed, then two standard deviations about the mean is a good estimate of the 95% CI. When the results are not normally distributed, then multiple 95% CIs can be reported. The two most popular are the 95% CI that is symmetric about the mean of the distribution and the shortest 95% CI [BIPM et al., 2008b]. For probability distributions close to normal, the form of the first is most familiar and is used here.

6.2. Results

The MCM has been utilized before for U-Pb data [Briqueu and de la Boisse, 1990], but never in the context of calculating radiogenic U-Pb dates from measured data or testing a U-Pb uncertainty propagation algorithm. Here we present data for three ID-TIMS zircon analyses with typical analytical uncertainties. The mathematical programming environment MATLAB was used to generate $M = 10^6$ multivariate normal Monte Carlo trials from the measured and estimated input parameters and uncertainties. The results of Monte Carlo method modeling are plotted as histograms and best-fit normal distributions and presented in Figure 4.

The first analysis modeled by MCM is an Eocene zircon with a Pb*/Pbc, or ratio of total radiogenic to common Pb, of ~18. The measured 206Pb/238U date of 47.860 ± 0.041 Ma (2σ). Visual inspection of the histogram in Figure 4a reveals that the Monte Carlo trials closely approximate a normal distribution. The mean and twice the standard deviation of the 10$^6$ trials yields 47.860 ± 0.041 Ma (2σ), agreeing to the numerical precision represented by two significant figures in the reported uncertainty.

The 207Pb/235U date for this analysis was also modeled by MCM, although this date is not usually reported in this age range because it is generally less precise. The Monte Carlo trials plotted in Figure 4b are also normally distributed, and the date calculated by U-Pb_Redux and the Monte Carlo results both agree at 48.12 ± 0.33 Ma (2σ).

Figure 4. Histograms illustrating the results of 10$^6$ Monte Carlo simulations for three representative ID-TIMS zircon analyses. Red curves are normal distributions corresponding to the date and uncertainty calculated by U-Pb_Redux. (a) Monte Carlo simulations of the 206Pb/238U date of an Eocene zircon, (b) the 207Pb/235U date of the same analysis, and (c) the 207Pb/206Pb date of an Archean zircon are normally distributed, with the same mean and uncertainty calculated by U-Pb_Redux. The distribution of Monte Carlo trials for a young (d) Th-corrected Bishop Tuff grain is slightly right skewed but can be closely approximated by its linear uncertainty propagation result.
[116] The second analysis modeled is an Archean zircon with a $^{206}\text{Pb}/^{238}\text{U}$ of $\sim$85 and measured $^{206}\text{Pb}/^{207}\text{Pb}$ and $^{207}\text{Pb}/^{206}\text{Pb}$ uncertainties of 0.022% and 0.029%, respectively. A histogram showing Monte Carlo evaluations of the $^{207}\text{Pb}/^{206}\text{Pb}$ date is presented in Figure 4c, and approximates a normal distribution closely. The date and uncertainty of 2576.0 ± 1.5 (2σ) calculated by U-PbRedux again agree with the mean and two standard deviations of the $10^6$ Monte Carlo realizations within numerical precision.

[117] Finally, a <1 Ma zircon from the Bishop Tuff with a $^{206}\text{Pb}/\text{Pbc}$ of 4.6 and a measured $^{206}\text{Pb}/^{207}\text{Pb}$ uncertainty of 0.054% was modeled with MCM. For analysis this young, the uncertainties in the $^{230}\text{Th}$ correction (Appendix A) dominate the uncertainty budget. Here, the Th/U of the magma was assumed to have the same variability as Th/U ratios measured in melt inclusions in quartz phenocrysts, 2.81 ± 0.32 (2σ) [Crowley et al., 2007]. Visual inspection of the histogram in Figure 4d reveals a distribution slightly skewed to the left. This results from a nonlinearity in the $^{230}\text{Th}$ correction: Monte Carlo trials with lower magma Th/U values result in a range of Th corrections, rather than trials with higher Th/U magma values where the near-maximum correction is made. The linear uncertainty propagation algorithm employed by U-PbRedux, calculates a $^{230}\text{Th}$-corrected $^{206}\text{Pb}/^{238}\text{U}$ date of 768.6 ± 3.3 ka (2σ). This is approximated closely by the mean and symmetric 95% confidence interval calculated from the Monte Carlo realizations of 768.5 ± 3.3 ka, with a difference between the expected values of only 78 years.

7. Conclusions

[118] We propose that the ID-TIMS community adopt a common U-Pb data reduction and uncertainty propagation algorithm for reporting, comparing, and archiving a rapidly growing amount of isotopic data. An ideal algorithm must provide a transparent model to calculate dates from input measurement, tracer, and laboratory parameters for a variety of tracers and for phases with and without initial common Pb, incorporating initial daughter product disequilibrium corrections. This model should also propagate the uncertainties in each input parameter, as well as any possible correlations between them, to determine the uncertainties and correlations between the variety of output isotopic ratios and dates geochronologists plot and interpret. Finally, a mechanism is required for combining several analyses into a single maximum likelihood estimate of the date and uncertainty they represent, incorporating random and multiple systematic uncertainties.

[119] A new set of data reduction and uncertainty estimation algorithms fulfill these criteria and are embedded in the open source software package U-PbRedux. Uncertainty propagation using the linear algebraic expression of covariance and Jacobian matrices is highly extensible, so that relationships between inputs, intermediate parameters, and outputs are easily codified and calculations are computationally inexpensive. This approach also determines the dependence of each measurement on often complexly related systematic uncertainties. If these systematic uncertainties are expressed as correlations between the dates being averaged, then the same linear algebraic uncertainty propagation techniques can be used to calculate the weighted mean dates and statistics.

[120] Interpreting uncertainties propagated linearly as confidence intervals assumes the model is linear at the scale of the input uncertainties. This assumption is tested and verified with Monte Carlo simulations of three typical zircon analyses, which show that typical ID-TIMS uncertainties yield normal distributions that agree with linear uncertainty propagation calculations.

Appendix A: Disequilibrium Corrections and Initial Common Pb Models

[121] The U-Pb data reduction equations presented in section 2 assume that one daughter atom of $^{206}\text{Pb}$ or $^{207}\text{Pb}$ is created from the decay of each parent atom of $^{238}\text{U}$ or $^{235}\text{U}$, respectively. However, the path from U to Pb in each system proceeds through a series of alpha and beta decays that produce a chain of intermediate daughter nuclides before yielding a Pb atom. The U-series decay chain is at ‘secular equilibrium’ when all isotopes have the same activity (equal to its decay constant multiplied by its atomic abundance), so that each intermediate daughter is being created from the nuclide before it in the chain at the same rate as it is decaying to the next daughter nuclide. This results in a higher abundance of daughter nuclides with longer half lives. Chemical processes that fractionate the parent and intermediate daughter nuclides disturb the secular equilibrium abundance ratios, creating intermediate daughter product disequilibrium.

[122] For instance, the elements U and Th are fractionated during crystallization of a dated phase if
their distribution coefficients in that phase differ (i.e., $D_{Th} \neq D_{U}$). This affects the longest-lived intermediate daughter product in the $^{238}U$ decay chain, $^{230}Th$ ($t_{1/2} \approx 76$ kyr). Th is relatively incompatible compared to U during crystallization of zircon, for example, resulting in a $^{230}Th$ deficiency, and it is relatively compatible in monazite, resulting in $^{230}Th$ excess [Mattinson, 1973; Schärer, 1984]. In order for the $^{230}Th$ to return to secular equilibrium, it must accumulate at the expense of $^{206}Pb$ production in zircon or decay back to secular equilibrium levels in monazite, generating excess $^{206}Pb$. The resulting age correction for zircon is bounded: if Th is completely excluded from the crystal, the maximum correction of $1/\lambda_{230} \approx 100$ kyr is made to the $^{206}Pb/^{238}U$ date. However, if the mineral incorporates excess $^{230}Th$, then no upper bound exists on the theoretical magnitude of the age correction.

A1. Th Correction Derivation

[125] Initial $^{230}Th$ disequilibrium in the $^{238}U$ decay chain necessitates a correction to the molar quantity of $^{206}Pb$ in the conventional age equation, $D = P(e^M - 1)$:

$$\text{moles (}^{206}Pb\text{)}_{\text{rad}} = \text{moles (}^{238}U\text{)}_{\text{rad}} \cdot \left(e^{\lambda_{230}t_{206/238}} - 1\right) + \text{moles (}^{230}Th\text{)}_{\text{init}} - \text{moles (}^{230}Th\text{)}_{\text{eqbm}}$$  \hspace{1cm} (A1)

where $t_{206/238}$ is the $^{206}Pb/^{238}U$ date of the sample corrected for initial $^{230}Th$ disequilibrium. The difference between the moles of $^{230}Th$ at initial crystallization and the moles of $^{230}Th$ at secular equilibrium is negative if Th has been excluded from the mineral, decreasing the moles of $^{206}Pb$ subsequently produced, or positive if Th has been preferentially included into the mineral, generating excess $^{206}Pb$.

[124] Molar quantities in equation (A1) can be expressed as isotopic abundance ratios by dividing through by the moles of parent isotope, $^{238}U$. Due to the long half-life of $^{238}U$ (~4.5 Gyr), its atomic abundance is assumed to be the same at crystallization and after returning to secular equilibrium, which occurs after about six half lives of the longest lived intermediate daughter, or ~460 kyr, if all $^{230}Th$ is excluded.

$$\left(\frac{^{206}Pb}{^{238}U}\right)_{\text{rad}} = e^{\lambda_{230}t_{206/238}} - 1 + \left(\frac{^{230}Th}{^{238}U}\right)_{\text{init}} - \left(\frac{^{230}Th}{^{238}U}\right)_{\text{eqbm}}$$  \hspace{1cm} (A2)

The Th/U ratios on the right-hand side of equation (A2) can be expressed as activity ratios by multiplying the atomic abundance of each isotope by its decay constant. Equality is maintained by multiplying the resulting expression by the reciprocal of the decay constant ratio.

$$\left(\frac{^{230}Th}{^{238}U}\right)_{\text{init}} - \left(\frac{^{230}Th}{^{238}U}\right)_{\text{eqbm}} = \frac{\lambda_{230}}{\lambda_{238}} \left(\frac{^{230}Th}{^{238}U}\right)_{\text{init}} - \frac{\lambda_{238}}{\lambda_{230}} \left(\frac{^{230}Th}{^{238}U}\right)_{\text{eqbm}}$$

\hspace{1cm} (A3)

where the square brackets enclose activity ratios.

[126] Both activity ratios in expression (A3) may be transformed into measurable parameters. The degree of initial isotopic disequilibrium depends on the ratio between the distribution coefficients $D_{Th}$ and $D_{U}$. Each distribution coefficient describes the ratio of the molar abundance of Th and U in the sample to the molar abundance in the magma. This expression can be rearranged so that the abundance ratio of sample isotopes is in the numerator and the corresponding magma abundance ratio is in the denominator.

$$\frac{D_{Th}}{D_{U}} = \frac{Th_{\text{spl}}/Th_{\text{magma}}}{U_{\text{spl}}/U_{\text{magma}}} = \frac{(Th/U)_{\text{spl}}}{(Th/U)_{\text{magma}}}$$  \hspace{1cm} (A4)

Fractionation of specific isotopes, such as $^{230}Th$ and $^{238}U$, follow the same rule, yielding an equivalent expression in terms of the initial molar $^{230}Th/^{238}U$ ratio of the sample and the magma. The molar ratio can again be converted to an activity ratio by multiplying each isotope by its decay constant.

$$\left(\frac{Th/U}{U}\right)_{\text{magma}} = \left(\frac{^{230}Th/^{238}U}{^{238}U}\right)_{\text{magma}} = \frac{\lambda_{238}/\lambda_{230}}{\lambda_{230}/\lambda_{238}}$$  \hspace{1cm} (A5)

The numerator and denominator become activity ratios, denoted by square brackets. Assuming that the magma is at secular equilibrium at crystallization, its activity ratio $\left[^{230}Th/^{238}U\right]_{\text{magma}} = 1$.

$$\frac{(Th/U)_{\text{spl}}}{(Th/U)_{\text{magma}}} = \left(\frac{^{230}Th/^{238}U}{^{238}U}\right)_{\text{magma}} = \frac{^{230}Th}{^{238}U}_{\text{init}}$$  \hspace{1cm} (A6)

Thus, the initial $\left[^{230}Th/^{238}U\right]$ activity ratio is equivalent to the ratio of distribution coefficients.
\( D_{\text{Th}}/D_{\text{U}} \), and the Th/U of the sample divided by the Th/U of the magma. Instead of assuming the magma to be at secular equilibrium, both may be multiplied by the \([^{230}\text{Th}/^{238}\text{U}]\) activity ratio of the magma to yield the initial \([^{230}\text{Th}/^{238}\text{U}]\) activity ratio at crystallization if constraints exist on its value.

Finally, the \([^{230}\text{Th}/^{238}\text{U}]\) activity ratio of the sample after it has attained secular equilibrium is also equal to one,

\[
\frac{[^{230}\text{Th}]}{[^{238}\text{U}]}_{\text{eqbm}} = 1 \quad (A7)
\]

Substituting the recast activity ratios in (A6) and (A7) into (A3), then substituting this expression into (A2) yields the conventional equation for the \( ^{230}\text{Th} \)-corrected \( ^{206}\text{Pb} \)/\( ^{238}\text{U} \) date [e.g., Schärer, 1984],

\[
\left( \frac{^{206}\text{Pb}}{^{238}\text{U}} \right)_{\text{rad}} = e^{\frac{t_{\text{rad}}}{10^{\text{th}}}} - 1 + \frac{\lambda_{238}}{\lambda_{230}} \left( \frac{[^{230}\text{Th}]}{[^{238}\text{U}]}_{\text{spl}} - 1 \right) \quad (A8)
\]

Alternately, if the ratio of distribution coefficients \( D_{\text{Th}}/D_{\text{U}} \) is better constrained than the Th/U of the magma, the left side of equation (A4) can be substituted into equation (A8),

\[
\left( \frac{^{206}\text{Pb}}{^{238}\text{U}} \right)_{\text{rad}} = e^{\frac{t_{\text{rad}}}{10^{\text{th}}}} - 1 + \frac{\lambda_{238}}{\lambda_{230}} \left( \frac{D_{\text{Th}}}{D_{\text{U}}} - 1 \right) \quad (A9)
\]

### A2. Th Correction Implementation

In order to calculate the \( ^{230}\text{Th} \)-corrected \( ^{206}\text{Pb} \)/\( ^{238}\text{U} \) date in equation (A8), an estimate of the Th/U of the magma is required; the Th/U of the sample may be calculated from available data. Because the Th/U of the magma is expressed as an atomic abundance ratio, the total atomic abundances of Th and U in the sample are required, which are each the sum of the abundances of the respective major isotopes. The atomic abundance of U in the sample, \( \text{moles}(\text{U})_{\text{spl}} \), is the sum of the moles of \( ^{238}\text{U} \) and \( ^{235}\text{U} \),

\[
\text{moles}(\text{U})_{\text{spl}} = \text{moles}(^{238}\text{U})_{\text{spl}} + \text{moles}(^{235}\text{U})_{\text{spl}} \quad (A10)
\]

The element Th has a single major isotope, \( ^{232}\text{Th} \); the second largest contribution, from the \( ^{230}\text{Th} \) in the \( ^{238}\text{U} \) decay chain, is negligible. Due to the long half-life of \( ^{232}\text{Th} \) (~14 Gyr), there is no significant difference between the abundance of Th at present and during crystallization. The atomic abundance of \( ^{232}\text{Th} \) in the sample can be back-calculated from the moles of radiogenic \( ^{206}\text{Pb} \) derived in equation (23) and the \( ^{230}\text{Th} \)-corrected date of the sample. The moles of \( ^{232}\text{Th} \) in the sample is given by a rearrangement of the isotopic decay equation, \( D/P = e^{\lambda t} - 1 \),

\[
\text{moles}(^{232}\text{Th})_{\text{spl}} = \frac{\text{moles}(^{206}\text{Pb})_{\text{rad}}}{\exp(\lambda_{232} \cdot t_{^{206}\text{Pb}^{238}\text{U}}) - 1} \quad (A11)
\]

where \( t_{^{206}\text{Pb}^{238}\text{U}} \) is the \( ^{230}\text{Th} \)-corrected \( ^{206}\text{Pb} \)/\( ^{238}\text{U} \) date.

The expressions in (A10) and (A11) can be substituted into equation (A8) to yield a new equation

\[
\left( \frac{^{206}\text{Pb}}{^{238}\text{U}} \right)_{\text{rad}} = e^{\frac{t_{\text{rad}}}{10^{\text{th}}}} - 1 + \frac{\lambda_{238}}{\lambda_{230}} \left( \frac{\text{moles}(^{206}\text{Pb})_{\text{rad}}}{\text{moles}(\text{U})_{\text{spl}}} \right) - 1 \quad (A12)
\]

This equation cannot be solved directly for \( t_{^{206}\text{Pb}^{238}\text{U}} \), so U-Pb_Redux utilizes Newton’s Method, an iterative numerical solution.

Alternately, equation (A9) can be solved directly for \( t_{^{206}\text{Pb}^{238}\text{U}} \) if the ratio of distribution coefficients is known,

\[
t_{^{206}\text{Pb}^{238}\text{U}} = \frac{1}{\lambda_{238}} \log \left( \frac{\text{moles}(^{206}\text{Pb})_{\text{rad}}}{\left( \frac{^{206}\text{Pb}}{^{238}\text{U}} \right)_{\text{rad}} + 1 - \frac{\lambda_{238}}{\lambda_{230}} \left( \frac{D_{\text{Th}}}{D_{\text{U}}} - 1 \right)} \right) \quad (A13)
\]

Using the \( ^{230}\text{Th} \)-corrected \( ^{206}\text{Pb} \)/\( ^{238}\text{U} \) date calculated in equation (A12) or (A13), it is possible to calculate the moles of \( ^{232}\text{Th} \) in the sample (equation (A11)), as well as the Th-corrected moles of \( ^{206}\text{Pb} \),

\[
\text{moles}(^{206}\text{Pb})_{\text{rad}} = \text{moles}(^{238}\text{U})_{\text{spl}} \left( e^{\frac{t_{\text{rad}}}{10^{\text{th}}}} - 1 \right) \quad (A14)
\]

and the Th-corrected \( ^{206}\text{Pb} \)/\( ^{238}\text{U} \) ratio used in the conventional concordia plot,

\[
\left( \frac{^{206}\text{Pb}}{^{238}\text{U}} \right)_{\text{rad}} = \frac{\text{moles}(^{206}\text{Pb})_{\text{rad}}}{\text{moles}(^{238}\text{U})_{\text{spl}}} \quad (A15)
\]

A \( ^{230}\text{Th} \) correction is most often applied to samples younger than ca. 500 Ma, whose uncertainties are comparable to the magnitude of the
correction. The $^{207}\text{Pb}^{206}\text{Pb}$ date is not often used for young (<ca. 2 Ga) samples because it is sensitive to the low abundance of $^{207}\text{Pb}$ in young samples. However, Amelin et al. [2010] show that evolving laboratory and mass spectrometry techniques applied to early solar system studies offer ever-finer resolving power at >4.5 Ga suggesting that Th correction may become necessary. The $^{230}\text{Th}$-corrected radiogenic $^{207}\text{Pb}^{206}\text{Pb}$ ratio is

$$
(\frac{^{207}\text{Pb}}{^{206}\text{Pb}})_{rad}^{Th} = \text{moles}(^{207}\text{Pb})_{rad}^{Th} / \text{moles}(^{206}\text{Pb})_{rad}^{Th}
$$

(A16)

As with the un-corrected $^{207}\text{Pb}^{206}\text{Pb}$ date, a solution for $t^{207/206}$ cannot be reached analytically for the equation

$$
(\frac{^{207}\text{Pb}}{^{206}\text{Pb}})_{rad}^{Th} = \frac{^{238}\text{U}}{^{235}\text{U}} - 1 \cdot \exp(\lambda_{235} \cdot t^{Th/207/206}) - 1
$$

(A17)

Instead, Newton’s Method is employed by U-Pb_Redux.

### A3. Pa Correction

[136] The longest-lived intermediate daughter product in the $^{235}\text{U}$ decay chain is $^{231}\text{Pa}$, with a half-life of ~33 kyr. Analogous to $^{230}\text{Th}$ in the $^{238}\text{U}$ decay chain, the $[^{231}\text{Pa}]/[^{235}\text{U}]$ activity ratio may be perturbed during crystallization from a magma at secular equilibrium. Unlike the $^{230}\text{Th}$ correction, however, there is no way to back-calculate the initial Pa/U ratio of the dated phase, as with the $^{208}\text{Pb}$ daughter of $^{232}\text{Th}$ in equation (A12). Instead, correction requires the initial $[^{231}\text{Pa}]/[^{235}\text{U}]$ activity ratio at crystallization or $D_{\text{Pa}}/D_{\text{U}}$, the ratio of the Pa and U distribution coefficients in the dated phase. Derivation of the $^{231}\text{Pa}$ correction equations parallels the $^{230}\text{Th}$ equations presented above.

[137] The $^{231}\text{Pa}$-corrected $^{207}\text{Pb}^{235}\text{U}$ date, $t_{207/235}^{Pa}$, can be calculated in the same manner as equation (A13).

$$
t_{207/235}^{Pa} = \frac{1}{\lambda_{235}} \log \left[ (^{207}\text{Pb})_{rad}^{Th} + 1 - \frac{^{231}\text{Pa}}{^{235}\text{U}}_{spl} \right]
$$

(A18)

[138] Likewise, $^{231}\text{Pa}$-corrected moles of $^{207}\text{Pb}$ can be calculated using the corrected $^{207}\text{Pb}^{235}\text{U}$ date,

$$
\text{moles}(^{207}\text{Pb})_{rad}^{Pa} = \text{moles}(^{235}\text{U})_{spl} \cdot e^{\lambda_{235} \cdot t_{207/235}^{Pa} - 1}
$$

(A19)

and then used to calculate the $^{231}\text{Pa}$-corrected radiogenic $^{207}\text{Pb}^{206}\text{Pb}$ ratio,

$$
(\frac{^{207}\text{Pb}}{^{206}\text{Pb}})_{rad}^{Pa} = \frac{\text{moles}(^{207}\text{Pb})_{rad}^{Pa}}{\text{moles}(^{206}\text{Pb})_{rad}^{Pa}}
$$

(A20)

and the $^{231}\text{Pa}$-corrected radiogenic $^{207}\text{Pb}^{235}\text{U}$ ratio,

$$
(\frac{^{207}\text{Pb}}{^{235}\text{U}})_{rad}^{Pa} = \frac{\text{moles}(^{207}\text{Pb})_{rad}^{Pa}}{\text{moles}(^{235}\text{U})_{spl}}
$$

(A21)

for Tera-Wasserburg and conventional concordia plots.

[139] To calculate a $^{231}\text{Pa}$-corrected $^{207}\text{Pb}^{206}\text{Pb}$ date, it is not possible to solve

$$
(\frac{^{207}\text{Pb}}{^{206}\text{Pb}})_{rad}^{Pa} = \frac{^{238}\text{U}}{^{235}\text{U}}_{spl} - 1 \cdot \exp(\lambda_{235} \cdot t^{Pa/207/206}) - 1
$$

(A22)

directly for $t^{207/206}$. Instead, an iterative numerical solution such as Newton’s Method must be employed.

### A4. Simultaneous Th Correction and Pa Correction

[140] Finally, the $^{207}\text{Pb}^{206}\text{Pb}$ ratio and date may be corrected for both $^{230}\text{Th}$ and $^{231}\text{Pa}$ disequilibrium using equations (A14) and (A19).

$$
(\frac{^{207}\text{Pb}}{^{206}\text{Pb}})_{rad}^{ThPa} = \frac{\text{moles}(^{207}\text{Pb})_{rad}^{ThPa}}{\text{moles}(^{206}\text{Pb})_{rad}^{ThPa}}
$$

(A23)

[141] To calculate a $^{230}\text{Th}$- and $^{231}\text{Pa}$-corrected $^{207}\text{Pb}^{206}\text{Pb}$ date, it is not possible to solve

$$
(\frac{^{207}\text{Pb}}{^{206}\text{Pb}})_{rad}^{ThPa} = \frac{^{238}\text{U}}{^{235}\text{U}}_{spl} - 1 \cdot \exp(\lambda_{235} \cdot t^{ThPa/207/206}) - 1
$$

(A24)

in terms of $t^{ThPa/207/206}$. Instead, an iterative numerical solution is used.

### A5. Initial Common Pb Correction

[142] Following [Stacey and Kramers, 1975], for fractions with estimated dates between 4.57 and 3.7 Ga,

$$
(\frac{^{207}\text{Pb}}{^{206}\text{Pb}})_{com} = 7.19 \cdot \left[ e^{\frac{4.57}{4.57} \cdot 10^{9}} - e^{\frac{3.7}{4.57} \cdot 10^{9}} \right] + 9.307
$$

(A25)
and for fractions younger than 3.7 Ga,

\[
\left(\frac{^{207}\text{Pb}}{^{204}\text{Pb}}\right)_{\text{com}} = 9.74 \cdot \left[ e^{(\lambda_{231} \cdot 3.7 \times 10^9)} - e^{(\lambda_{235} \cdot 1 \times 10^6)} \right] + 11.152
\]

(A28)

\[
\left(\frac{^{207}\text{Pb}}{^{204}\text{Pb}}\right)_{\text{com}} = 7.19 \cdot \left[ e^{(\lambda_{235} \cdot 4.57 \times 10^9)} - e^{(\lambda_{231} \cdot 1 \times 10^6)} \right] + 10.294
\]

(A26)

\[
\left(\frac{^{208}\text{Pb}}{^{204}\text{Pb}}\right)_{\text{com}} = 33.21 \cdot \left[ e^{(\lambda_{232} \cdot 4.57 \times 10^9)} - e^{(\lambda_{231} \cdot 1 \times 10^6)} \right] + 29.487
\]

(A27)
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